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Abstract: Several different methods for impulse noise removal in image sequences have been proposed. However, all
of them are not successful in removing high density of impulse noise. Hence, this paper proposes a filtering method
for reducing high density impulse noise in the image sequences. We use three windows with size 3 × 3 to obtain a
new window with similar size. Three windows are taken from the next-frame, current frames and previous frames.
The recursive window is applied in the current frames. The filtering process uses decision-based method. Meanwhile,
a pixel for replacing the noisy pixel is calculated from a new window based on weighting method. Our experimental
results show that the proposed method can not only reduce the high impulse noise in image sequences well, but also
preserve more details and textures.
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1. Introduction

Image sequence processing is a field that continues to grow,
with new applications being developed in many aspects. Image
sequence processing usually refers to a two-dimensional digital
signal processing by using a computer. Displaying several frames
of two-dimensional (2D) images in the sequence image creates
the illusion of motion.

The common noise problem in the digital image sequence is
impulse noise. It is caused by the imperfection of camera sen-
sors and communication channel, error in the data-acquisition
system, interference from the outside instrumentation and error
in the transmission channel, etc. [1], [2], [3]. The noise needs
to be eliminated because it will be decreasing the quality of an
image.

The main purpose of our research is to obtain a good quality
of image denoising. However, many cases also needing attention
include:
( 1 ) The visual result of the proposed method must have a smooth

and clear texture.
( 2 ) The filtering process is conducted especially on the noisy

pixel, without engaging the important pixel that is indicated
as the original pixel.
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( 3 ) An approach of the filtering method is created to obtain a
fast computation time.

Several 2D filter methods can be used to filter an image se-
quence or video. There are three steps for applying a 2D filter
in the image sequence filtering as follows: Firstly, the video is
converted into frames and then the frames are converted into im-
ages. Secondly, a 2D filter method is applied for filtering the
corrupted images which are separated from the frames. Thirdly,
after the frame was filtered, these frames are converted back into
the movie.

Standard Median Filter (SMF) is often used in the 2D image or
in the image sequence, especially for the filtering process. How-
ever, this method is only optimal to reduce the small impulse
noise density. Recently, many researchers have adopted median
filter to improve the capability of the filtering method. Wang et
al. [3] have proposed a new median method based on switching
filter, that is called Progressive Switching Median Filter (PSMF).
In this regard, impulse noise detection and filter are applied pro-
gressively in iterative manners. However, this method is still not
optimal to reduce the high density impulse noise. This is because
the PSMF method using the typical median filter only changes the
size of the window filter from 3 × 3 to 5 × 5. The problem arises
when the impulse noise density is higher than 50% [4]. Srinivasan
et al. [5] proposes a filter based on decision, that only filters the
noisy pixel. This method is known as a Decision-Based Algo-
rithm (DBA). This method uses a median filter with three times
sorting (row, column and right) to obtain a pixel in center posi-
tion. This method has a problem when the total of the noisy pixel
is greater than four in the 3 × 3 window. Automatically, the me-
dian position is the noisy pixel. The improvements of the bound-
ary discriminative noise detection (BDND) filter is proposed by
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Ref. [6]. Here, the modification method of the BDND basically
loosens the condition imposed on expanding the filtering window
and combine the spatial information of the pixels in the filtering
process. These modification able to improve of BDND method
performance. However, it still can not repair the damage area in
the edge image.

The related work about impulse noise removal in image se-
quences has been proposed by Seon et al. [7]. They solve the
problem using the Rank-Order-Mean (ROM) filter in the recur-
sive window [8]. The method [7] uses 11-pixels. In here, nine
pixels are obtained from the current-frame, one-pixel is taken
from the next-frame and one-pixel is taken from the previous-
frame in the (i, j) position. As well as in the filtering based on
median filter, the ROM filter will be failed, if the number of noisy
pixel is greater than half of the number pixels in a window. The
Lone Diagonal Sorting (LDS) method is also related to the filter-
ing impulse noise on the image sequence that uses a lone diagonal
for denoising the impulse noise [9]. LDS method does not con-
sider the pixel from the frames that has been conducted in the
previous process and the next frames to be filtered.

To overcome the problem of the previous methods, we pro-
pose the impulse noise removal in image sequences using total
observation element kernels. A new 3 × 3-window is obtained
from the observation kernel from three windows that are derived
from the next-frame, the current-frame and the previous-frame.
Meanwhile, the 3 × 3-window in the current-frame is the recur-
sive window. Furthermore, a pixel for replacing the corrupted
pixel at (i, j) position is calculated from a new window based on
the weighting method.

2. Corrupted Image by Impulse Noise

Figure 1 shows the mixing process of an impulse noise in
the clean image (I). In general, there are two types of impulse
noise namely: salt-and-pepper noise and random-valued impulse
noise [10]. Both of noise types can be written as follows:
( 1 ) The salt-and-pepper noise model.

Fi j =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

dmin with probability p/2
dmax with probability p/2
Ii j with probability 1-p

(1)

Fi j is the noisy image. Ii j is the gray value of clean image
I at location (i, j). dmin and dmax are dynamic range of an
image. p is the noise density level of salt-and pepper with
0 ≤ p ≤ 1.
Sometimes the salt-and-pepper noise is also called a fixed-

Fig. 1 Corrupted image by impulse noise.

impulse noise. The gray value of noise pixel is fixed at 0 and
255 for dmin and dmax respectively.

( 2 ) The random-valued impulse noise model.

Fi j =

⎧⎪⎪⎨⎪⎪⎩
di j with probability p

Ii j with probability 1 -p
(2)

di j is uniformly distributed random numbers between the
minimum value dmin and the maximum value dmax. In here,
p is the noise density of a random-valued impulse noise with
0 ≤ p ≤ 1

The impulse noise in image sequences has a different impulse
noise distribution in each frame.

3. Proposed Method

Figure 2 shows the illustration of the filtering process in the
current frame with a recursive sliding window. Figure 2 expresses
the shifting process of the frame from the right to the left as in-
dicated by arrow lines. After the filtering process in the current
frame (Ft) has been finished, frame shifts to the left side. The
current frame that has been filtered (F̂t), is shifted to F̂t−1. Fur-
ther, Ft+1 will be shifted to the current frame (Ft) and Ft+2 will be
shifted to Ft+1. As shown in Fig. 2, the filtering process requires
three data from F̂t−1, Ft and Ft+1 frames.

In this method, we provide three kernels with 3 × 3 window
size (Wt−1,Wt,Wt+1), which are obtained from F̂t−1 (frame that
has been filtered), Ft (current frame) and Ft+1(frame that will be
filtered) respectively.

Furthermore, the filtering process with a decision method is
presented in Fig. 3. Figure 3 is the detailed explanation of Fig. 2
via a block diagram. Figure 3 shows three frames (Ft−1, Ft and
Ft+1. In addition, another block of the filtering processes such as:
the noise detector, the kernel observation and the image recon-

Fig. 2 Illustration of the filtering process.

Fig. 3 Diagram block of the filtering process.
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struction are also presented.
The first time in the filtering process, there is no frame on F̂t−1.

In this case, we duplicate a frame on the current position (Ft) to
Ft−1. Similarly, when the last frame Ft+1 does not exists in the
filtering process, we also duplicate the current frame (Ft) to Ft+1

and then the process finishes. Thus, the filtering process for the
current frame still refers to three frames.

The detailed description about the noise detector, kernel obser-
vation and image reconstruction will be explained in the follow-
ing subsection.

3.1 Impulse Noise Detector
Impulse noise detector is used to detect a pixel at (i,j) position.

The noise detector has two outputs, there are the noisy pixel and
free-noise pixel. If the pixel at (i,j) position is a noisy pixel, then
it will be issued at the noisy pixel output. The noisy pixel at (i,j)
position will be replaced with a new pixel, which is calculated by
the kernel observation. More details about the observation ker-
nel will be described in the following subsection. If the pixel at
(i,j) position is a free-noise pixel, then go straight to an image
reconstruction as shown in Fig. 3.

Detecting of fixed impulse noise is more easily compared to a
random-valued impulse noise. For salt-and-pepper noise, a noisy
pixel at (i,j) position can be directly predictable. If the pixel value
is 0 or 255, then the pixel is indicated as a noisy pixel. Mean-
while, if the pixel value is not 0 or 255, then it is considered as
free-noise pixel. Whilst for the random-valued impulse noise, the
pixel at (i,j) position cannot be guessed directly, but it will be
compared with the neighbourhood pixels.

In this paper, we make an impulse noise detector which is ca-
pable of detecting both types of impulse noise. Both types of
impulse noise are salt-and-pepper and random-valued impulse
noise. Impulse noise detection (d) at each position (i,j) in the
corrupted frame (Ft) is presented in Eq. (3).

di j=

⎧⎪⎪⎨⎪⎪⎩
1 if Ft

i j = 0 or Ft
i j = 255 or Ft

i j ≤ τL or Ft
i j ≥ τH

0 otherwise

(3)

τL and τH are the minimum and maximum limits of threshold
value respectively, which is calculated by Eqs. (4) and (5).

τL = MIN(Wt) +
MED(Wt) − MIN(Wt)

2
(4)

τH = MED(Wt) +
MAX(Wt) − MED(Wt)

2
(5)

MIN, MED and MAX are operators to obtain minimum, median
and maximum value respectively.

Fixed impulse noise (0 or 255) is easy to be detected by us-
ing Eq. (3). However, the noise detector in the Eq. (3) is also
able to detect a random value impulse noise. Meanwhile, de-
tecting of random value impulse noise requires a high and low
value threshold(τL and τH). In here, τL is obtained between the
median value and minimum value of the Wt-window, whilst τH is
obtained between median value and maximum value of the Wt-
window as illustrated in Eqs. (4) and (5). Equation (3) uses four
indicator values (0, 255, τL and τH) for detecting random value

impulse noise and also the fixed impulse noise.
For example, we show a sample pixel for Lena’s image in the

3 × 3 window at coordinates (22,4) up to (24,6) to determine the
performance of the detector noise. Figure 4 (a) shows sample
pixels from the original image, and Fig. 4 (b) is the sample pixel
of the corrupted image by a random impulse noise 50%.

Referring to Fig. 4 (b), we get the values of MIN(Wt) = 3,
MED(Wt) = 156 and MAX(Wt) = 236. By applying Eqs. (4) and
(5), we can obtain τL = 79.5 and τH = 196.

In this case, the pixel value at position Ft
i j is 3. Based on

Eq. (3), this pixel value is included in the criteria when the con-
dition Ft

i j ≤ τH , then Ft
i j is detected as a noisy pixel. In the same

manner, τL and τH can also be used to detect a free-noise pixel.

3.2 Kernel Observation
The aim of kernel observation is to get a new-kernel (Wn),

which is observed from three kernel Wt, Wt+1 and Wt−1. A kernel
at (i,j) position for W can be written as in the Eqs. (6), (7) and (8).

Wt =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F̂t
i−1, j−1 F̂t

i−1, j F̂t
i−1, j+1

F̂t
i, j−1 Ft

i, j Ft
i, j+1

Ft
i+1, j−1 Ft

i+1, j Ft
i+1, j+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)

The hat symbol on F̂t represents the pixel that has been be fil-
tered.

Wt+1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ft+1
i−1, j−1 Ft+1

i−1, j Ft+1
i−1, j+1

Ft+1
i, j−1 Ft+1

i, j Ft+1
i, j+1

Ft+1
i+1, j−1 Ft+1

i+1, j Ft+1
i+1, j+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)

Wt−1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

F̂t−1
i−1, j−1 F̂t−1

i−1, j F̂t−1
i−1, j+1

F̂t−1
i, j−1 F̂t−1

i, j F̂t−1
i, j+1

F̂t−1
i+1, j−1 F̂t−1

i+1, j F̂t−1
i+1, j+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(8)

We observe each element of the Wt window. If one of the el-
ements of the Wt window at (k,l) position is indicated as a noise,
then it will be replaced by a pixel from the window (Wt+1) in
the same position, and if the pixel at the same position is also
indicated as a noisy pixel, then it will be replaced by the pixel
from the window (Wt−1) at the same position too. The observa-
tion window produces a new window Wn which each element not
indicated as a noisy pixel. The window Wn has the same size with
window ‘Wt’.

3.3 Image Reconstruction
One of the blocks in Fig. 3 is image reconstruction. A free-

noise pixel and a replacement pixel for the noisy pixel is placed

Fig. 4 The sample pixel value in the 3 × 3 windows from Lena’s image
512 × 512. (a) 3 × 3 sample pixel window from the original image,
and (b) 3× 3 sample pixel window from the corrupted image by ran-
dom impulse noise 50%.
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at (i,j) position. Replacement for a noisy pixel is obtained from
the sum of all element multiplication between window Wn and
weight window Ww as in Eq. (9).

Fn =

3∑

k=1

3∑

l=1

Wn
kl ×Wwkl (9)

Fn is a pixel that is used to replace a noisy pixel in the (i,j) posi-
tion. Wn

kl is the element matrix of Wn window. While, Wwkl is the
element matrix of the weight window Ww.

The total of weight window Wwkl is one. Each weight values
in Wwkl depends on the similarity of a pixel in each direction. We
calculate the similarity of pixel in each direction by using Abso-
lute Different Value (ADV). The ADV is obtained from window
Wn in horizontal, vertical, left and right diagonal directions, as
presented in Eq. (10) up to Eq. (13).

AWn

H = |Wn
21 −Wn

23| (10)

AWn

V = |Wn
12 −Wn

32| (11)

AWn

LD = |Wn
13 −Wn

31| (12)

AWn

RD = |Wn
11 −Wn

33| (13)

Window Ww uses the weighted adaptive window. In here, the
weighted value is always adapted to the pixel values in the win-
dow Wn. The highest weighted value is given to the pixels that
have the smallest ADV value and vice versa. In other words, if
the ADV in the horizontal direction has the smallest value, the
window Ww in this direction is given the highest weighted value.
This also applies to the opposite condition. The minimum ADV
indicating both of pixels have similarity. Generally, the edge im-
age direction has similarity pixel intensity. Hence, Ww window
would be able to smoothing the edge image area, especially for
horizontal, vertical, left-diagonal and right-diagonal directions.

Elements of Wwkl are obtained by the following steps:
1 Subtracting 1 with the division of ADV in each direction

by the addition of four ADV (AWn

H , A
Wn

V , A
Wn

LD and AWn

RD) plus
CA. In here, CA = max[AWn

H ; AWn

V ; AWn

LD; AWn

RD]. Mathematical
formulas to obtain A in each direction and C are written in
Eqs. (14) to (18).

AH = 1 − AWn

H

AWn

H + AWn

V + AWn

LD + AWn

RD +CA
(14)

AV = 1 − AWn

V

AWn

H + AWn

V + AWn

LD + AWn

RD +CA
(15)

ALD = 1 − AWn

LD

AWn

H + AWn

V + AWn

LD + AWn

RD +CA
(16)

ARD = 1 − AWn

RD

AWn

H + AWn

V + AWn

LD + AWn

RD +CA
(17)

C = 1 − CA

AWn

H + AWn

V + AWn

LD + AWn

RD +CA
(18)

Normalization of each value of AH , AV , ALD, ARD and C to
obtain the total value equal to 1 as calculated in Eq. (19).

ÂH =
AH

(AH + AV + ALD + ARD +C)
(19)

The same way with Eq. (19), the other normalization value

(ÂV , ÂLD, ÂRD and Ĉ) will be obtained.
2 Further, the weighting Ww matrix can be obtained by

Eq. (20).

Ww =

∣∣∣∣∣∣∣∣∣∣

ÂLD
2

ÂV

2
ÂRD

2
ÂH
2 Ĉ ÂH

2
ÂRD

2
ÂV

2
ÂLD

2

∣∣∣∣∣∣∣∣∣∣
(20)

Finally, the image reconstruction F̂t is obtained by replacing
the pixel which is detected as impulse noise with the pixel calcu-
lation results (Fn). Reconstruction in every element of F̂t

i j image
can be written in Eq. (21).

F̂t
i j =

⎧⎪⎪⎨⎪⎪⎩
Fn if Ft

i j is a noisy pixel

Ft
i j if free-noise pixel

(21)

4. Experimental Results

The test images Akiyo and Xylophone have been used to assess
the performance of the proposed method by comparing it with
the previous method (SMF, PSMF [3], Non-recursive [7], Recur-
sive [7], LDS [9], DBA [5] and BDND [6]). A simulation result is
obtained from MATLAB 7.5.0 release 2007b. The quality of the
filtering image is evaluated by quantitative and qualitative param-
eters as in the subsection below.

4.1 Qualitative Parameter
The visual result of the several filtered image is analysed by a

qualitative parameter. We take a sample image of the filtering re-
sult using Akiyo image from the impulse noise density (p = 70%)
and Xylophone image from the impulse noise density (p = 50%).
We use two types of qualitative parameters. Both are the visual
result of the filtering image and SSIM index map.
4.1.1 Visual Results of the Filtering Image

Figures 5 and 6 are the visual of the filtering result of Akiyo
and Xylophone image, respectively. It presents the several meth-
ods as the comparative methods.

Figure 5 (a) shows the clean or uncorrupted image of Akiyo.
Figure 5 (b) shows the corrupted frame of Akiyo image sequence
by impulse noise (p = 70%). Furthermore, the filtering result
of SMF and PSMF [3] are presented in Fig. 5 (c) and (d) respec-
tively. However, both methods are not optimal for reducing the
high impulse noise. Applying non-recursive ROM on 11-sample
pixel is capable of improving the performance of the SMF. The
filtering result is shown in Fig. 5 (e). Meanwhile, the visual result
of the recursive method is presented in Fig. 5 (f). The filtering
process by the recursive method is capable of resulting in a better
image quality than a non-recursive method. The applying of the
recursive method in the median filter based on the sorting process
using LDS [9] and DBA [5] methods are shown in Fig. 5 (g) and
(h) respectively. The DBA [5] is better than the LDS [9] method.
However, many artefacts in the edge image area are shown in the
DBA [5] method. The jagged edge image in the filtering result is
also resulted by Ref. [6] method as shown in Fig. 5 (i). This prob-
lem is solved by the proposed method which uses the weighting
filter based on pixel similarity in four direction observation ker-
nel. The blur around in the edge area can be minimized by using
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Fig. 5 The filtering results of the corrupted Akiyo image by impulse noise density p = 70%. (a) Clean
image, (b) Corrupted image with p = 70% (c) SMF, (d) PSMF [3], (e) Non-recursive method [7],
(f) Recursive method [7], (g) LDS [9], (h) DBA [5], (i) BDND [6], (j) Proposed method.

the weighted sum filter based on ADV. This caused, the similar
pixel values are given greater weight value than the other pixels.
So that, the contribution of pixels which are similar especially on
the pixels in horizontal, vertical, left-diagonal and right-diagonal
directions will be larger than others.

The filtering result of the proposed method is shown in
Fig. 5 (j). The proposed method looks very significant for elimi-

nating impulse noise. Moreover, an important texture on the im-
age is well maintained.

Figure 6 (a) shows the clean image of Xylophone. Meanwhile,
Fig. 6 (b) shows the corrupted frame of Xylophone image se-
quence by impulse noise (p = 50%). The filtering result of SMF
and PSMF [3] are presented in Fig. 6 (c) and (d) respectively.
Both methods are only capable of erasing a little noise. Further-
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Fig. 6 The filtering results of the corrupted xylophone image by impulse noise density p = 50%. (a) Clean
image, (b) Corrupted image with p = 50% (c) SMF, (d) PSMF [3], (e) Non-recursive method [7],
(f) Recursive method [7], (g) LDS [9], (h) DBA [5], (i)BDND [6], (j) Proposed method.

more, Fig. 6 (e) and (f) are the visual result of Non-recursive [7]
and Recursive methods [7], respectively. The filtering result of
both methods are capable a obtaining a better image quality than
SMF and PSMF [3] methods. The filtering results of LDS [9],
DBA [5], BDND [6] and the proposed method have almost simi-
lar results as shown in Fig. 6 (g), (h), (i) and (j) respectively. How-

ever, the proposed method is smoother than LDS [9], DBA [5] and
BDND [6] and also all the comparison methods.
4.1.2 SSIM Index Map

In addition, the qualitative measurement is also analysed using
SSIM index map. SSIM index map can be viewed as the quality
map of the distorted images [11]. The higher illumination of the
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Fig. 7 SSIM-map of the filtering image results in Fig. 5. (a) Corrupted image, (b) SMF, (c) PSMF [3], (d)
Non-recursive method [7], (e) Recursive method [7], (f) LDS [9], (g) DBA [5], (h) BDND [6], (i)
Proposed method.

SSIM index maps, the better quality of the filtering image result
and vice versa [12].

In this paper, we use a constant default value that is sug-
gested in the related paper [13] with the SSIM index constants:
K1 = 0.01, K2 = 0.03, In here, K1 and K2 are the small constant
for C1 and C2. In here, C1 = (K1L)2 and C2 = (K2L)2 are con-
stant to avoid instability. L is dynamic range of the pixel values
(255 for 8-bit gray-scale images). We also use 11 × 11 Gaussian
window size with σ = 1.5.

S S IM(i, f ) =
(2μiμ f +C1)(2σi f +C2)

(μ2
i + μ

2
f +C1)(σ2

i + σ
2
f +C2)

(22)

μi and μ f are the mean intensity of image i and f respectively. σi

and σ f are standard deviation of image i and f respectively. σi f

is the covariance.
Implementation of SSIM in RGB image will produce several

colors on SSIM index maps. The similarity of the reference and
the filtered images will produce a high-intensity or close to white
color in the SSIM index maps and vice versa.
( 1 ) If the SSIM index map produces a Red (R) color, it means

the similarity pixel value only occurs on the Red (R) side
of the filtered image. However, the value pixel of Green (G)
and Blue (B) have a different value with the reference image.

( 2 ) If the SSIM index map produces a Green (G) color, it means
the similarity pixel value only occurs on the Green (G) side
of the filtered image. However, the value pixel of Red (R)
and Blue (B) have a different value with the reference im-
age.

( 3 ) If the SSIM index map produces a Blue (B) color, it means
the similarity pixel value only occurs on the Blue (B) side of
the filtered image. However, the value pixel of Red (R) and
Green (G) have a different value with the reference image.

( 4 ) The combination of inequalities on the R, G and B between
the reference image and the image filtering results will pro-
duce the variety of combination colors (cyan, magenta, yel-
low, etc.).

Figure 7 shows the SSIM index map result of the Akiyo in
the several filter methods at impulse noise density (p = 70%).
Figure 7 (a) is the SSIM index map of the corrupted image that
has black image results. It means the similarity of the refer-
ence and the corrupted images has a low-intensity color. Fur-
thermore, Fig. 7 (b) and (c) are the SSIM index map results from
SMF and PSMF [3] methods, respectively. Both images of SSIM
index maps have dominant black color and a little blue and red
color. Figure 7 (d), (e) and (f) are the SSIM index map results
from Non-recursive [7], Recursive [7] and LDS [9] methods, re-
spectively. Here, the images of SSIM index maps also have dom-
inant black color and a little blue, green, red and yellow color.
Meanwhile, the edge texture of Akiyo image can be seen more
clearly in Fig. 7 (f) compared with Fig. 7 (d) and (e). However, it
has low illumination. Figure 7 (g) and (h) have the illumination
quality almost similar in both images. However, the illumination
result of the proposed method in Fig. 7 (i) is higher than DBA [5]
and BDND [6] methods as shown in Fig. 7 (g). On the other hand,
the proposed method has the highest illumination of all the com-
parison methods.

Figure 8 shows the SSIM index map result of the Xylophone
in the several filter methods at impulse noise density (p = 50%).
Figure 8 (a) is the SSIM index map of the corrupted image that
has black image results that result in low intensity. Figure 8 (b)
is the SSIM index map of SMF method. It has a lowest illumina-
tion than all the comparison methods. Furthermore, Fig. 8 (c), (d),
(e) and (f) are the SSIM index map results from PSMF [3], Non-
recursive [7], Recursive [7] and LDS [9] methods, respectively.
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Fig. 8 SSIM-map of the filtering image results in Fig. 6. (a) Corrupted image, (b) SMF, (c) PSMF [3], (d)
Non-recursive method [7], (e) Recursive method [7], (f) LDS [9], (g) DBA [5], (h) BDND [6], (i)
Proposed method.

Table 1 The PSNR results from Akiyo and Xylophone image sequence.

Methods
Akiyo Xylophone

p = 30% p = 50% p = 70% p = 90% p = 30% p = 50% p = 70% p = 90%

SMF 22.87 14.34 8.98 5.60 23.57 14.88 9.59 6.18

PSMF [3] 26.21 20.47 11.24 5.64 28.54 21.12 12.58 6.20

Non-recursive [7] 30.71 20.38 13.28 8.00 30.39 20.68 13.63 8.52

Recursive [7] 36.68 29.29 21.60 11.86 37.00 29.51 22.12 12.09

LDS [9] 25.80 23.40 19.31 13.20 26.58 24.71 20.58 14.57

DBA [5] 33.89 30.18 25.27 19.29 34.60 30.33 25.74 20.26

BDND [6] 34.14 29,99 25.99 14.89 33.78 30.49 26.31 15.75

Proposed Method 37.10 33.06 29.11 23.62 37.05 33.70 29.68 24.39

Four images of SSIM index maps have dominant black color and
a little blue, green, red and yellow color. However, edge texture
of Xylophone image is visible.

Regarding to Fig. 8 (g), (h) and (i) are the results of SSIM in-
dex map from DBA [5], BDND [6] and proposed method, respec-
tively. The illumination quality of DBA [5] method is higher than
BDND [6]. Meanwhile, DBA [5] and the proposed method have
the illumination quality almost similar. However, the illumina-
tion result of the proposed method in Fig. 8 (i) is a little bit higher
than DBA [5] methods as shown in Fig. 8 (g).

Overall, the proposed method has the highest illumination of
all the comparison methods. It means the quality of the filtering
image have a good performance result and almost similar to the
original image.

4.2 Quantitative Parameter
The quantitative parameter is necessary since the qualitative

measurement by visual assessment of an image is subjective.
In this evaluation, we use three types of evaluation, namely
Peak Signal-to-Noise Ratio (PSNR), Mean Structural Similarity
(MSSIM) index [13] and computational time.

4.2.1 Peak Signal-to-Noise Ratio (PSNR)
The first evaluation of image quality uses PSNR, which is cal-

culated from the ratio between the maximum possible power of
the original image and the image reconstructed in the logarithmic
domain, as formulated in Eq. (23).

PS NR = 10log10
2552NM

∑M
j=1
∑N

i=1(Ii j − F̂t
i j)

2
(23)

Ii j and F̂t
i j are gray images values of reference image and filtered

image, respectively. M and N are the width and height of the im-
age respectively. The bigger PSNR value, the better image quality
and vice versa.

In this experiment, we add the impulse noise with density val-
ues increasing from 30% up to 90%. Variations of PSNR val-
ues of Akiyo and Xylophone image from different methods are
shown in Table 1. The proposed method always has a higher
PSNR value compared with all comparison methods that have
been used in this paper. The higher PSNR value indicates a
high-quality result of the filtering image and vice versa. Here,
the SMF, PSMF [3], Non-recursive [7], Recursive [7], LDS [9],
DBA [5] and BDND [6] methods are not optimal for reducing the
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Table 2 The MSSIM results from Akiyo and Xylophone images sequence.

Methods
Akiyo Xylophone

p = 30% p = 50% p = 70% p = 90% p = 30% p = 50% p = 70% p = 90%

SMF 0.60 0.14 0.03 0.01 0.74 0.24 0.05 0.01

PSMF [3] 0.70 0.38 0.05 0.02 0.84 0.55 0.15 0.01

Non-recursive [7] 0.92 0.50 0.12 0.02 0.90 0.48 0.12 0.02

Recursive [7] 0.98 0.91 0.65 0.17 0.97 0.89 0.61 0.14

LDS [9] 0.88 0.68 0.29 0.18 0.87 0.76 0.44 0.20

DBA [5] 0.97 0.93 0.83 0.73 0.97 0.92 0.82 0.61

BDND [6] 0.97 0.94 0.86 0.48 0.95 0.91 0.83 0.44

Proposed Method 0.98 0.97 0.93 0.88 0.98 0.96 0.92 0.80

Table 3 The average of computation time per frame in second (s).

Images
Filtering Methods

Sequences PSMF [3] Non-recursive [7] Recursive [7] LDS [9] DBA [5] BDND [6] Proposed method

Akiyo 3.057 0.401 0.393 2.289 2.657 12.149 0.028

Xylophone 11.977 1.312 1.315 7.623 8.909 40.296 0.102

high impulse noise density.
4.2.2 Mean Structural Similarity (MSSIM) Index

The second image quality evaluation uses MSSIM index, which
is developed from SSIM as illustrated in Eq. (24).

MS S IM(I, F) =
1
U

U∑

j=1

S S IM(i j, f j) (24)

I and F are the reference and the filtered images, respectively.
The i j and f j are the image contents at the jth local window. U

is the number of local windows of the image. We use Eq. (22) to
obtain S S IM value.

The response of MSSIM value is similar with PSNR. MSSIM

value is ranging between 0 and 1. The higher MSSIM index value,
the better quality of the filtering image result. Here, the MSSIM

index value close to 1 indicates that the filtering image result is
almost similar with original image.

The MSSIM results of Akiyo and Xylophone image in the sev-
eral methods are shown in Table 2. The MSSIM index of the
proposed method has a higher value than SMF, PSMF [3], Non-
recursive [7], Recursive [7], LDS [9], DBA [5] and BDND [6]
methods. The MSSIM index of the proposed method value is
close to one.
4.2.3 Computation Time

In addition, the computation time is also used to calculate the
length of the filtering process. The simulation results have been
carried out using CPU 3.3 GHz and 4 GB RAM. We calculate
the average of the computation time that has been taken from 134
frames.

Referring to Table 3, the BDND [6] method has the longest
computation time compared to PSMF [3], Non-recursive [7], Re-
cursive [7], LDS [9], DBA [5] and the proposed method. Mean-
while, the computation time process of the proposed method is
faster than PSMF [3], Non-recursive [7], Recursive [7], LDS [9],
DBA [5] and BDND [6].

The computation time of Xylophone image is longer than
Akiyo image on the proposed method. It is caused by the fact
that the size image of Xylophone is larger than Akiyo. Xylo-
phone images have the element pixels (640 × 480). Meanwhile,
Akiyo images have element pixels (352 × 246).

5. Conclusion

This paper proposes an impulse noise removal method for im-
age sequences. This method uses a weighting filter method based
on the similarity pixel via kernel observation. A new window for
sample pixel is obtained from the previous frames, current frames
and the next frames through kernel observation. The recursive
window is applied in the current frame.

As a result, the quality of the filtering result of the proposed
method at the high impulse noise density has a better result than
SMF, PSMF, Non-recursive, Recursive, LDS, DBA and BDND
that have been used as on the reference. The proposed method
has a good result, especially for impulse noise removal in terms
of qualitative and quantitative parameters.

For future research, we plan to improve the proposed method
by combining with Gaussian filtering method, so that becomes
a hybrid method for reducing the mixed Gaussian and impulse
noise.
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