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#### Abstract

This article gives a formula to evaluate the performance of a class of algebraic codes. The class includes quantum codes as well as classical ones. The formula relates a bound on the weight spectrum (distribution), or its generalization, of a code with an upper bound on its decoding error probability.


## 1. Introduction

The first algebraic quantum error-correcting code (QECC) was invented by Shor ${ }^{1)}$ in 1995 soon after his discovery of the prime factoring algorithm for quantum computation. The code has been extended to a general class of algebraic QECCs, which are called symplectic codes or stabilizer codes ${ }^{2)} \sim 4$ ) and have a resemblance with classical linear codes. Due to this resemblance, the design of QECCs, in part, reduces to that of linear codes over finite fields. We discuss this algebraic coding theoretic part of the design of QECCs. In particular, this article gives a formula to evaluate the performance of algebraic codes. The resemblance between classical codes and quantum codes enables us to treat both of them in the proposed formula, which relates a bound on the weight spectrum (distribution), or its generalization, of a code with an upper bound on its decoding error probability. The idea of relating weight spectra with error probability dates back, at least, to 1963 when Gallager's book ${ }^{5)}$ appeared. The present paper's approach is closer to that of Goppa's ${ }^{6)}$ and that of Csiszár's ${ }^{7}$.

This paper is primarily of expository nature, and most parts (the parts except Section 10) may be viewed as extracted from previous results of the present author's ${ }^{8), 9)}$. However, to clarify the exposition, this paper introduces a general framework of codes, for which a name quotient codes is coined. As a byproduct, the paper shows that the expurgated exponent of the binary symmetric channel is attainable with a universal scheme of encoding and decoding that are independent of the channel parameter, which resolves a small problem of classical cod-

[^0]ing.
This paper is organized as follows. Section 2 contains preliminaries, Section 3 introduces the quotient codes, and Section 4 gives the formula on the performance of codes, which is followed by an application to classical coding in Section 5. Section 6 describes symplectic codes, and Section 7 gives an application of the formula to symplectic codes. In Section 8, physical aspects of symplectic codes are explained. In Section 9, we discuss an important class of symplectic codes with applications. Sections 10 and 11 , respectively, contain other applications and a summary with remarks.

## 2. Preliminaries from Classical Theory of Information and Coding

Here we will recall well-known notions and facts in the theory of information and coding ${ }^{10) \sim 12)}$.

The type of a sequence $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathcal{Y}^{n}$ is denoted by $\mathrm{P}_{y}$, which is defined by

$$
\mathrm{P}_{y}(s)=\frac{\left|\left\{i \mid 1 \leq i \leq n, y_{i}=s\right\}\right|}{n}, \quad s \in \mathcal{Y} \text {. }
$$

For a fixed type $Q$, we put $\mathcal{T}_{Q}^{n}=\left\{y \in \mathcal{Y}^{n} \mid \mathrm{P}_{y}=\right.$ $Q\}$. The set of all probability distributions on $\mathcal{Y}$ and that of all types of sequences in $\mathcal{Y}^{n}$ are denoted by $\mathcal{P}(\mathcal{Y})$ and $\mathcal{P}_{n}(\mathcal{Y})$, respectively. For any $P \in \mathcal{P}(\mathcal{Y})$, we define $P^{n} \in \mathcal{P}\left(\mathcal{Y}^{n}\right)$ by $P^{n}\left(x_{1}, \ldots, x_{n}\right)=P\left(x_{1}\right) \cdots P\left(x_{n}\right)$. Given a random variable $\mathbf{X}, P_{\mathbf{X}}$ stands for the probability distribution of $\mathbf{X}$. The expectation operation with respect to a random variable $\mathbf{X}$ taking values in $\mathcal{X}$ is represented by $\mathrm{E}_{\mathbf{X}}$ :

$$
\mathrm{E}_{\mathbf{X}} f(\mathbf{X})=\sum_{x \in \mathcal{X}} P_{\mathbf{X}}(x) f(x)
$$

where $f$ is a real-valued function on $\mathcal{X}$. The Shannon entropy and the Kullback-Leibler information are denoted by $H$ and $D$, respectively:

$$
H(P)=-\sum_{y \in \mathcal{Y}} P(y) \log _{d} P(y)
$$

and

$$
D(P \| Q)=\sum_{y \in \mathcal{Y}} P(y) \log _{d} \frac{P(y)}{Q(y)}
$$

with the convention $0 \log 0=0 \log (0 / 0)=0$. Throughout the paper, the base of logarithms is always $d>1$. In what follows, we use the basic inequalities

$$
\begin{equation*}
\forall Q \in \mathcal{P}_{n}(\mathcal{Y}),\left|\mathcal{T}_{Q}^{n}\right| \leq d^{n H(Q)} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{y \in \mathcal{Y}^{n}: \mathrm{P}_{y}=Q} P^{n}(x) \leq d^{-n D(Q \| P)} \tag{2}
\end{equation*}
$$

Given a set $C \subseteq \mathcal{Y}^{n}$, we put $M_{Q}(C)=\mid\{y \in$ $\left.C \mid \mathrm{P}_{y}=Q\right\} \mid$ for types $Q$. The list of numbers $\left(M_{Q}(C)\right)_{Q \in \mathcal{P}_{n}(\mathcal{Y})}$ is a generalization of the weight spectrum, and is equivalent to the complete weight enumerator of $C$ (e.g., Ref. 12)). In this paper, we call $\left(M_{Q}(C)\right)_{Q \in \mathcal{P}_{n}(\mathcal{Y})}$ the spectrum of $C$ simply.

The symmetric group on $\{1, \ldots, n\}$, which is composed of all permutations on $\{1, \ldots, n\}$, is denoted by $\mathcal{S}_{n}$. We define an action of $\mathcal{S}_{n}$ on $\mathcal{Y}^{n}$ by

$$
\pi\left(\left[x_{1}, \ldots, x_{n}\right]\right)=\left[x_{\pi(1)}, \ldots, x_{\pi(n)}\right]
$$

for any $\pi \in \mathcal{S}_{n}$ and $\left[x_{1}, \ldots, x_{n}\right] \in \mathcal{Y}^{n}$, and put $\pi(C)=\{\pi(x) \mid x \in C\}, \quad \pi \in \mathcal{S}_{n}, C \subseteq \mathcal{Y}^{n}$.
For $a=0,1$, we abbreviate the $n$-tuple $(a, \ldots, a)$ as $a^{n}$.

Additive group codes or additive codes over $\mathcal{Y}$ are subgroups of $\mathcal{Y}^{n}$, where $\mathcal{Y}$ is an additive group and $\mathcal{Y}^{n}$ denotes the direct sum of $n$ copies of $\mathcal{Y}$. When $\mathcal{Y}$ is a finite field, additive group codes may be linear subspaces of $\mathcal{Y}^{n}$, which are known as linear codes. By $B \leq C$, we mean $B$ is a subgroup of an additive group $C$. The finite field of $d$ elements is denoted by $\mathbb{F}_{d}$.

In (algebraic) coding theory, a code usually means a subset of $\mathcal{Y}^{n}$. When the cardinality of a code $C \subseteq \mathcal{Y}^{n}$ is $|\mathcal{Y}|^{k}$, it is called an $[n, k]$ code. Members of a code are called codewords. The common scenario is that the sender encodes a message from $\mathcal{Y}^{k}$ into a codeword of an $[n, k]$ code $C$ using a one-to-one map, say $\varphi$, and sends it through a noisy channel, which is fed with a symbol from $\mathcal{Y}$ and outputs one from $\mathcal{Y}$ at a time, and the receiver decodes the received word back into a message, usually, first into a codeword $c^{\prime}$ in $C$ by a decoding map $\psi$, and then into $\varphi^{-1}\left(c^{\prime}\right)$. This coding scenario can
be summarized schematically as

$$
\begin{aligned}
& x \in \mathcal{Y}^{k} \xrightarrow{\varphi} c \in C \xrightarrow{W} y^{\prime} \in \mathcal{Y}^{n} \\
& \xrightarrow{\psi} c^{\prime} \in C \xrightarrow{\varphi^{-1}} x^{\prime} \in \mathcal{Y}^{k}
\end{aligned}
$$

where $W$ is a 'stochastic map' that represents the channel.
A decoder for an additive code $C$ can be designed as follows. Let $J$ be a set of representatives of cosets in the quotient group $\mathcal{Y}^{n} / C$. Then, we can specify a decoding map, which makes the code ' $J$-correcting', as follows. Assume the receiver has obtained a word $y \in \mathcal{Y}^{n}$. The receiver calculates the unique $c \in C$ such that $c+a=y$ for some $a \in J$, and decodes $y$ into $c$.

A good code should have small decoding error probability as well as an efficient decoding algorithm. This article mostly deals with the issue of finding codes whose decoding error probabilities, or corresponding quantity if they are quantum codes, are small.
Then, what is a good choice for $J$ ? In this paper, we adopt the choice made by Goppa ${ }^{6}$. Namely, we fix some real-valued function $\gamma$ on $\mathcal{Y}^{n}$ and choose a word $x$ that maximizes $\gamma(x)$ in each coset lying in $\mathcal{Y}^{n} / C$ and have $J$ consist of those chosen representatives (to break ties, we use an arbitrarily fixed order, say, a lexicographic order in $\mathcal{Y}^{n}$ ). We list three examples of $\gamma$ with the names of the resulting decoders:
(1) $\gamma(x)=-H\left(\mathrm{P}_{x}\right)$ : minimum entropy (syndrome) decoding ${ }^{\text {* }}$
(2) $\quad \gamma(x)=-($ Hamming weight of $x):$ minimum Hamming distance decoding
(3) $\quad \gamma(x)=P_{n}(x)$ : maximum likelihood decoding (MLD)
The MLD deserves this name if the channel is additive, namely, if a channel input $x$ is changed into $y$ with probability $P_{n}(y-x), x, y \in \mathcal{Y}^{n}$. The MLD minimizes the decoding error probability given a code $C$, but needs the knowledge on the channel characteristics $P_{n}(x), x \in$ $\mathcal{Y}^{n}$. An advantage of the minimum entropy (or Hamming distance) decoding is that it does not depend on the channel characteristics.

## 3. Coding with Equivalence Classes

Motivated by the structure of algebraic quan-

[^1]tum codes, which will be explained shortly, we will slightly modify the coding scenario above mentioned. Briefly speaking, the idea is to introduce an equivalence relation $\sim$ in $\mathcal{Y}^{n}$ and have the equivalence classes in $\mathcal{Y}^{n} / \sim$ take over the role of the words in $\mathcal{Y}^{n}$. In particular, assuming $\mathcal{Y}$ and $B \leq \mathcal{Y}^{n}$ are additive, we use the cosets in $\mathcal{Y}^{n} / B$ as the equivalence classes.

We call either a quotient group $C / B$ or a pair $\left(C / B,\left\{\rho_{c}\right\}_{c \in C / B}\right)$ a quotient group code, or simply, a quotient code, where $\rho_{c} \in \mathcal{P}(c)$ for each $c \in C / B$. The coding scenario is as follows. Assume $B \leq C \leq \mathcal{Y}^{n},|B|=|\mathcal{Y}|^{b}$ and $|C|=|\mathcal{Y}|^{k+b} \dot{\tilde{C}}$ A sender encodes a message from $\mathcal{Y}^{k}$ into $c \in \widetilde{C}=C / B$ with a prescribed one-toone map, say $\varphi$. Then, a word in $c$ is chosen according to the probability distribution $\rho_{c}$, and sent through the channel. The receiver decodes the received word into a member, say $c^{\prime \prime}$, of $\widetilde{C}$ and then into a message $\varphi^{-1}\left(c^{\prime \prime}\right)$. This coding scenario can be summarized schematically as

$$
\begin{aligned}
x \in \mathcal{Y}^{k} & \xrightarrow{\varphi} c \in C / B \xrightarrow{\rho_{c}} c^{\prime} \in C \xrightarrow{W} y^{\prime} \in \mathcal{Y}^{n} \\
& \xrightarrow{\psi} c^{\prime \prime} \in C / B \xrightarrow{\varphi^{-1}} x^{\prime} \in \mathcal{Y}^{k} .
\end{aligned}
$$

For quotient codes, we can use essentially the same decoding principle as in the previous section. Namely, after mapping the received word $y^{\prime}$ into $\widetilde{y}=y^{\prime}+B$, the map that associates $\widetilde{y} \in \mathcal{Y}^{n} / B$ with $c^{\prime \prime} \in \widetilde{C}$ can be constructed as in Section 2. To be more specific, let us call any coset in $\mathcal{V}=\mathcal{Y}^{n} / B$ a $B$-coset. Choose a set of representatives of cosets lying in $\mathcal{V} / \widetilde{C}$, and let $\widetilde{J}$ be the union of those chosen representative $B$-cosets. We have the following decoding map, which makes the code ' $\widetilde{J}$-correcting' ». Assume the receiver has received a word $y^{\prime} \in \mathcal{Y}^{n}$, and put $\widetilde{y}=y^{\prime}+{ }_{\sim} B$. The receiver calculates the unique $c^{\prime \prime} \in \underset{\sim}{\widetilde{C}}$ such that $c^{\prime \prime}+a=\widetilde{y}$ for some $B$-coset $a \subseteq \widetilde{J}$, and decodes $\widetilde{y}$ into $c^{\prime \prime}$, and then into $\varphi^{-1}\left(c^{\prime \prime}\right)$.

We remark such a set $\widetilde{J}$ can be specified alternatively as follows. Let $J$ be a set of representatives of cosets in $\mathcal{Y}^{n} / C$, and put

$$
\begin{equation*}
\widetilde{J}=J+B=\{x+y \mid x \in J, y \in B\} \tag{3}
\end{equation*}
$$

If the choice of $J$ is among those of Goppa listed in Section 2, we also call the resulting decoding scheme minimum entropy decoding, MLD, etc. accordingly as which instance of $\gamma$ is chosen.

If we use a quotient code and the decoding method as just described on a memoryless ad-

[^2]ditive channel that changes an input symbol $x$ into $y$ with probability $P(y-x), x \in \mathcal{Y}$, then the decoding error probability is $P^{n}\left(\widetilde{J^{c}}\right)$ for any sent 'code-coset' $c \in C / B$ and for any probability distribution $\rho_{c} \in \mathcal{P}(c)$. Note that as compared to the previous section, the set of correctable errors $J$ has been augmented to $\widetilde{J}=J+B$. Our goal is to find codes with small $P^{n}\left(\widetilde{J^{\mathrm{c}}}\right)$.

We remark that the coding schemes in this section fall within the conventional framework of coding in the previous section if either $B=$ $\left\{0^{n}\right\}$ or for any $c \in C / B$, there exists a word $t \in c$ with $\rho_{c}(t)=1$. Indeed, for the purpose of transmission of classical data only, one would concentrate the probability of $\rho_{c}$, say, on a word $t \in c$ that achieves the minimum decoding error probability in $c$, for any 'code-coset' $c \in C / B$ 祬. However, it will be turned out that quotient codes are useful, at least, for analyses of channel codes, especially, of quantum codes.

## 4. Bound on Decoding Error Probability

The following is the basic lemma that relates a bound on the spectrum of a code with its performance.

Lemma 1 Assume subgroups $B$ and $C$ with $B \leq C \leq \mathcal{Y}^{n}$ satisfy

$$
\frac{M_{Q}(C \backslash B)}{\left|\mathcal{T}_{Q}^{n}\right|} \leq a_{n} d^{-n T}, \quad Q \in \mathcal{P}_{n}(\mathcal{Y})
$$

with some real numbers $d>1, a_{n} \geq 1$ and $T$. Then, choosing $J$ as in item (1) of the above list (minimum entropy decoding), we have for any $P_{n} \in \mathcal{P}\left(\mathcal{Y}^{n}\right)$,

$$
\begin{aligned}
\mathrm{E}_{\boldsymbol{\pi}} P_{n}\left(\boldsymbol{\pi}(\widetilde{J})^{\mathrm{c}}\right) & \leq \\
a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right| & \sum_{Q \in \mathcal{P}_{n}(\mathcal{Y})} P_{n}\left(\mathcal{T}_{Q}^{n}\right) d^{-n|T-H(Q)|^{+}} .
\end{aligned}
$$

where c denotes complement, $\widetilde{J}$ is defined in (3), $|t|^{+}=\max \{t, 0\}$, and the random variable $\boldsymbol{\pi}$ is uniformly distributed over $\mathcal{S}_{n}$.

Corollary 1 Assume subgroups $B$ and $C$ with $B \leq C \leq \mathcal{Y}^{n}$ have $M_{Q}(C \backslash B)$ bounded as in Lemma 1. Then, with $J$ and $\widetilde{J}$ as in the lemma, we have for any $P \in \mathcal{P}(\mathcal{Y})$,

[^3]$$
P^{n}\left(\widetilde{J}^{\mathrm{c}}\right) \leq a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{2} d^{-n E^{(n)}(P, T)}
$$
where
\[

$$
\begin{aligned}
& E^{(n)}(P, T)= \\
& \quad \min _{Q \in \mathcal{P}_{n}(\mathcal{Y})}\left[D(Q \| P)+|T-H(Q)|^{+}\right] .
\end{aligned}
$$
\]

A proof of Lemma 1 is given in the appendix though it is almost the same as the proof of Theorem 1 of Ref. 9), which gives an upper bound on the 'error probability' of CSS codes.

Proof of Corollary 1. Clearly, $\mathrm{E}_{\boldsymbol{\pi}} P^{n}\left(\boldsymbol{\pi}(\widetilde{J})^{\mathrm{c}}\right)$ $=P^{n}\left(\widetilde{J}^{\mathrm{c}}\right)$. Then, inserting the estimate of $P^{n}\left(\mathcal{T}_{Q}^{n}\right)$ in Eq. (2) into the bound on $\mathrm{E}_{\boldsymbol{\pi}} P^{n}\left(\boldsymbol{\pi}(\widetilde{J})^{\mathrm{c}}\right)$ in the lemma, we have

$$
P^{n}\left(\widetilde{J}^{\mathrm{c}}\right) \leq a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right|
$$

and hence, the corollary.
In general, the spectra of specific codes are hard to calculate. However, calculating the average of the spectra over an ensemble is sometimes easy, in which case, the next lemma is useful to obtain bounds on the spectra of deterministic codes.

Lemma 2 Suppose $\mathcal{Y}$ is a finite set (not necessarily a group), and $A$ is a family of subsets of $\mathcal{Y}^{n}$. Let $\mathbf{S}$ be a random variable taking values in A. Then, there exists a subset $S \in \mathrm{~A}$ such that
$\forall Q \in \mathcal{P}_{n}(\mathcal{Y}), \quad \mathrm{M}_{Q}(S) \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right| \mathrm{E}_{\mathbf{S}} \mathrm{M}_{Q}(\mathbf{S})$.
The easy proof of Lemma 2 of Ref. 9) applies directly to this lemma.

## 5. Applications of Lemma 1 to Classical Coding

Fix a set $B \in \mathcal{Y}^{n}$, and suppose A is an ensemble of subsets of $\mathcal{Y}^{n}$ that contain $B$. If there exists a constant $V$ such that $\mid\{C \in \mathrm{~A} \mid x \in$ $C \backslash B\} \mid=V$ for any word $x \in \mathcal{Y}^{n} \backslash B$, the ensemble $A$ is said to be balanced except $B$. An ensemble balanced except $B=\left\{0^{n}\right\}$ is simply called balanced. Then, by Lemma 2, we have the next lemma.

Lemma 3 Suppose an ensemble A of $[n, k]$ additive codes over $\mathcal{Y}$ is balanced. Then,

$$
\begin{aligned}
\frac{M_{Q}\left(C \backslash\left\{0^{n}\right\}\right)}{\left|\mathcal{T}_{Q}^{n}\right|} & \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right||\mathcal{Y}|^{-n(1-R)}, \\
Q & \in \mathcal{P}_{n}(\mathcal{Y})
\end{aligned}
$$

for some code $C \in \mathrm{~A}$ of rate $R=k / n$.
A generalization of this lemma will appear below as Lemma 6 with a proof. If we apply

Corollary 1, putting $d=|\mathcal{Y}|$ and $T=1-R$, to the code in Lemma 3, we have the next theorem.

Theorem 1 Suppose an ensemble $A$ of [ $n, k]$ additive codes over $\mathcal{Y}$ is balanced. Then, there exists a $J$-correcting code in A such that

$$
P^{n}\left(J^{\mathrm{c}}\right) \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{3} d^{-n E_{\mathrm{r}}(P, R)}
$$

for any $P \in \mathcal{P}(\mathcal{Y})$, where $R=k / n$ and

$$
\begin{aligned}
& E_{\mathrm{r}}(P, R)= \\
& \quad \min _{Q \in \mathcal{P}(\mathcal{Y})}\left[D(Q \| P)+|1-R-H(Q)|^{+}\right]
\end{aligned}
$$

The function $E_{\mathrm{r}}$ is known as the random coding exponent for the additive memoryless channel ${ }^{10)} W$ characterized by $P$ via $W(y \mid x)=$ $P(y-x)$ [or $W(y \mid x)=P(x-y)]$.

An example of ensembles balanced except an arbitrarily fixed subspace $B$ is the set of all $[n, k]$ linear codes containing $B$ over a finite field $\mathcal{Y}$. To see this, we only need to notice that given any pair of words from $\mathcal{Y}^{n} \backslash B$, say, $x$ and $y$, we have a one-to-one linear map on $\mathcal{Y}^{n}$ that sends $x$ to $y$.

## 6. Symplectic Codes

Throughout, H is a Hilbert space of $\operatorname{dim} \mathrm{H}=$ d. A scenario of quantum error correction is that provided $n$ primitive quantum systems, each represented by H , are available, a $d^{k}$ dimensional subspace of the $n$-th tensor power $\mathrm{H}^{\otimes n}$ of $\mathrm{H}, 0<k<n$, is protected against quantum noise so as to be used for $k$-quantum-digit computation.

The $2 n$-dimensional linear space $\mathbb{F}_{d}^{2 n}$ over $\mathbb{F}_{d}$ equipped with the standard symplectic form

$$
\begin{aligned}
& \mathrm{f}_{\mathrm{sp}}\left(\left(x_{1}, z_{1}, \ldots, x_{n}, z_{n}\right),\left(x_{1}^{\prime}, z_{1}^{\prime}, \ldots, x_{n}^{\prime}, z_{n}^{\prime}\right)\right) \\
& \quad=\sum_{i} x_{i} z_{i}^{\prime}-z_{i} x_{i}^{\prime}
\end{aligned}
$$

plays a crucial role in algebraic QECCs. We can define the dual $L^{\perp_{\mathrm{sp}}}$ of $L$ by $L^{\perp_{\mathrm{sp}}}=\left\{y \in \mathbb{F}_{d}^{2 n} \mid\right.$ $\left.\forall x \in L, \mathrm{f}_{\mathrm{sp}}(x, y)=0\right\}$. Let us call a subspace $L$ with $L^{\perp_{\mathrm{sp}}} \subseteq L$ an $\mathrm{f}_{\mathrm{sp}}$-dual-containing code or a dual-containing code (with respect to the symplectic form $f_{s p}$ ). Then, we have a quantum code whose performance is closely related to that of the classical code $L$. The code is called a symplectic (quantum) code with parity check set $\left(g_{1}, \ldots, g_{n-k}\right)$, where $g_{1}, \ldots, g_{n-k} \in \mathbb{F}_{d}^{2 n}$ form a basis of $L$, or a symplectic code with stabilizer $N_{L}$. Here, $N: u \mapsto N_{u}$ is Weyl's projective representation ${ }^{15)}$ of $\mathbb{F}_{d}^{2 n}$ (see Section 8), and $N_{J}=\left\{N_{y} \mid y \in J\right\}$.

Suppose $\mathrm{A}^{\prime}=\mathrm{A}_{n, k}^{\prime}$ is the ensemble of
$[2 n, n+k] \mathrm{f}_{\mathrm{sp}}$-dual-containing codes over $\mathbb{F}_{d}$. We can regard them $[n,(n+k) / 2]$ additive codes over $\mathcal{Y}=\mathbb{F}_{d}^{2}$ if we pair up the coordinates of any word $\left(x_{1}, z_{1}, \ldots, x_{n}, z_{n}\right)$ to have $\left(\left(x_{1}, z_{1}\right), \ldots,\left(x_{n}, z_{n}\right)\right) \in \mathcal{Y}^{n}$. We can associate with an $[n,(n+k) / 2] \mathrm{f}_{\mathrm{sp}}$-dual-containing code a set of $d^{k}$-dimensional subspaces of $\mathbf{H}^{\otimes n}$, which can be used for quantum error correction ${ }^{2) \sim 4)}$. Namely, we have the next lemma, which is a slight reformulation of the original one ${ }^{2), 3)}$.

Lemma 4 Suppose a subspace $L \in \mathrm{~A}_{n, k}^{\prime}$ and a set $J$ of representatives of cosets of $L$ in $\mathbb{F}_{d}^{2 n}$ are given. Then, we have a $d^{k}$-dimensional subspace of $\mathbf{H}^{\otimes n}$ that works as an $N_{\widetilde{J}}$-correcting code with a suitable recovery operator, where $\widetilde{J}=J+L^{\perp_{\mathrm{sp}}}=\left\{x+y \mid x \in J, y \in L^{\perp_{\mathrm{sp}}}\right\}$.

For a proof, see Ref.3) or, e.g., Refs. 16), 17). Roughly speaking, given a set of operators $\mathcal{E}$, a quantum code being $\mathcal{E}$-correcting or a code corrects 'errors' in $\mathcal{E}$ means that it recovers any state in the code subspace perfectly after the state suffers 'errors' belonging to $\mathcal{E}^{18)}$. The precise definition of $\mathcal{E}$-correcting is not requisite for evaluating the performance of quantum codes. Indeed, the next fact is enough to treat symplectic codes: If we properly define the performance measure, called fidelity, of symplectic codes, it equals the probability $P_{\mathcal{A}}(\widetilde{J})$, where $P_{\mathcal{A}} \in \mathcal{P}\left(\mathcal{Y}^{n}\right)$ is associated with the considered quantum channel (completely positive map) $\mathcal{A}$ in a definite manner ${ }^{9), 17), 19)}$. It might be said that the structure of quotient codes were inherent in quantum errorcorrecting codes and some codes used in quantum cryptography (Sections 9 and 10.3).

## 7. Application of Lemma 1 to Quantum Coding

Noticing $A^{\prime}$ in the previous section is balanced in the sense of Section 5, we obtain the next theorem either from Theorem 1 or from Lemma 3 and Corollary 1 with $a_{n}=\left|\mathcal{P}_{n}\left(\mathbb{F}_{d}^{2}\right)\right|$ and $T=1-k / n$.

Theorem 2 For any prime or power of a prime $d$ and any integers $n, k$ with $0 \leq k \leq n$, there exists a dual-containing $[n,(n+k) / 2]$ code $C$ over $\mathbb{F}_{d}^{2}$ with respect to the symplectic form $\mathrm{f}_{\mathrm{sp}}$ and a set of coset representatives for $\mathbb{F}_{d}^{2 n} / C$ such that for any $P \in \mathcal{P}_{n}\left(\mathbb{F}_{d}^{2}\right)$,

$$
P^{n}\left(J^{\mathrm{c}}\right) \leq\left|\mathcal{P}_{n}\left(\mathbb{F}_{d}^{2}\right)\right|^{3} d^{-n E_{\mathrm{q}}(P, R)}
$$

where $R=k / n$ and

$$
\begin{aligned}
& E_{\mathrm{q}}(P, R)= \\
& \min _{Q \in \mathcal{P}\left(\mathbb{F}_{d}^{2}\right)}\left[D(Q \| P)+|1-R-H(Q)|^{+}\right] .
\end{aligned}
$$

Here, we emphasize $H$ and $D$ are defined with logarithms of base $d$. This recovers the bound on the fidelity of symplectic quantum codes in Refs. 8), 19). In fact, this is better than those in Refs. 8), 19), in that the choice of $L$ in Theorem 2 does not depend on the channel parameter $P^{\star}$. Such a property is referred to as universality in information theory.

## 8. A Bit of Physics

We have seen in Section 6 that a symplectic quantum code can be characterized by the corresponding $\mathrm{f}_{\mathrm{sp}}$-dual-containing code $L$. Note that instead of specifying a dual-containing code we can specify a self-orthogonal code, i.e., a subspace $S$ with $S \subseteq S^{\perp_{\text {sp }}}$. This is because $L^{\perp_{\mathrm{sp}}}$ is uniquely determined from $L$ and vice versa due to the property $\left(L^{\perp_{\text {sp }}}\right)^{\perp_{\text {sp }}}=L$. As compared with Refs. 8), 19), the roles of $L$ and $L^{\perp_{\mathrm{sp}}}$ are interchanged in this article in order to emphasize the next respect. Given a subspace $L$ with $L^{\perp_{\mathrm{sp}}} \subseteq L$, the performance of a symplectic quantum code with stabilizer $N_{L}$ is closely related to that of the classical code $L$, not $L^{\perp_{\text {sp }}}$.

On the other hand, the self-orthogonal subspace $L^{\perp_{\mathrm{sp}}}$ has a direct physical meaning. Namely, the symplectic quantum codes corresponding to a dual-containing code $L$ are defined as simultaneous eigenspaces of $N_{u}, u \in$ $L^{\perp_{\text {sp }}}$, where $N: u \mapsto N_{u}$ is Weyl's projective representation of $\mathbb{F}_{d}^{2 n}$. Specifically, let $d$ be prime, and $X$ and $Z$ be a pair of unitary operators on H of dimension $d$ satisfying

$$
\begin{equation*}
X Z=\omega Z X \tag{4}
\end{equation*}
$$

for a primitive $d$-th root of unity $\omega$ in the field of complex numbers (such as $e^{i 2 \pi / d}$ ). Let $X^{\left(x_{1}, \ldots, x_{n}\right)}$ denote $X^{x_{1}} \otimes \cdots \otimes X^{x_{n}}$, etc. Then, $N$ is defined by

$$
N_{\left(x_{1}, z_{1}, \ldots, x_{n}, z_{n}\right)}=X^{\left(x_{1}, \ldots, x_{n}\right)} Z^{\left(z_{1}, \ldots, z_{n}\right)}
$$

What is important is the commutation relation

$$
\begin{equation*}
N_{u} N_{v}=\omega^{\mathrm{f}_{\mathrm{sp}}(u, v)} N_{v} N_{u} \tag{5}
\end{equation*}
$$

* There was an attempt ${ }^{20}$ ) to derive a similar bound from a result on classical constant composition codes and the MMI decoding ${ }^{10), 11) . ~ H o w e v e r, ~ R e f . ~ 20) ~}$ did not give a quantum operation (completely positive map) to decode the symplectic code, whereas we have such an operation that generalizes a (widesense) syndrome decoding for classical codes ${ }^{17), 19)}$.
which follows from Eq. (4). Observe that $N_{u}$ and $N_{v}$ commute if and only if $\mathrm{f}_{\mathrm{sp}}(u, v)=0$. Hence, specifying a set of commuting operators in $\left\{N_{u} \mid u \in \mathbb{F}_{d}^{2 n}\right\}$ is equivalent to specifying a self-orthogonal subspace of $\mathbb{F}_{d}^{2 n}$. From the engineering point of view, the role of $N_{L^{\perp_{\text {sp }}}}$ (more precisely, $N_{g_{1}}, \ldots, N_{g_{n-k}}$ for a basis $\left(g_{1}, \ldots, g_{n-k}\right)$ of $\left.L^{\perp_{\mathrm{sp}}}\right)$ is a syndrome measurement. More details may be found in Refs. 2), 3), or Appendix A of Ref. 17).


## 9. Calderbank-Shor-Steane Codes

### 9.1 Symmetric CSS Codes

We have explained the scenario of using symplectic codes for protection of quantum states. It is known that a class of symplectic codes are also useful for quantum key distribution (QKD). In particular, Shor and Preskill ${ }^{21)}$ argued that the security of the famous BennettBrassard 1984 (BB84) QKD protocol could be proved by evaluating the fidelity of quantum error-correcting codes underlying the protocol. The codes are called Calderbank-Shor-Steane (CSS) codes.

First, we consider a class of CSS codes of simple structure. Given a classical code $C \subseteq \mathbb{F}_{d}^{n}$ with $C^{\perp} \subseteq C$, where $C^{\perp}$ is the dual of $C$ with respect to the bilinear form $\sum_{i} x_{i} y_{i}$, a simultaneous eigenspace of the commuting operators $X^{x} Z^{z}, x, z \in C^{\perp}$, is called a CSS code. Given a set of coset representatives $\Gamma$ for $\mathbb{F}_{d}^{n} / C$, with a suitable decoding (recovery) operator, the CSS code can correct errors $X^{x} Z^{z}$ for $x \in \Gamma^{\prime}=\Gamma+C^{\perp}$ and $z \in \Gamma^{\prime}$, so that the 'decoding error probability' (one minus fidelity) of the quantum code is upper-bounded by ${ }^{\text {म }}$

$$
\begin{align*}
& 1-\operatorname{Pr}\left[\mathbf{X}^{n} \in \Gamma^{\prime} \text { and } \mathbf{Z}^{n} \in \Gamma^{\prime}\right] \\
& \quad \leq \operatorname{Pr}\left[\mathbf{X}^{n} \in \Gamma^{\prime \prime}\right]+\operatorname{Pr}\left[\mathbf{Z}^{n} \in \Gamma^{\prime c}\right] . \tag{6}
\end{align*}
$$

### 9.2 Applications of Lemma 1 to CSS Quantum Coding

We can show that the ensemble of dualcontaining codes with respect to the bilinear form $\sum_{i} x_{i} y_{i}$ has a good balance, though it may not be completely balanced in the sense of Section 5 , which leads to the next lemma and theorem ${ }^{9}$. The case of $d \geq 3$ is more tractable ${ }^{9}$.

Lemma 5 Assume $d=2$ and $n \geq 2$ is even. Then, for any $\bar{\kappa}$ with $n / 2 \leq \bar{\kappa} \leq n$, there exists a $\bar{\kappa}$-dimensional subspace $C$ of $\mathbb{F}_{d}^{n}$ such that

[^4]$\left\{1^{n}\right\} \subseteq C^{\perp} \subseteq C$ and for any $Q \in \mathcal{P}_{n}\left(\mathbb{F}_{d}\right)$,
$$
\frac{M_{Q}\left(C \backslash\left\{0^{n}, 1^{n}\right\}\right)}{\left|\mathcal{T}_{Q}^{n}\right|} \leq\left|\mathcal{P}_{n}\left(\mathbb{F}_{d}\right)\right| d^{\bar{\kappa}-n+1}
$$

Theorem 3 Assume $d=2$. Let a number $0 \leq R \leq 1$ be given. There exists a sequence of pairs $\left(C_{n}, \Gamma_{n}\right), n=2,4,6, \ldots$, each consisting of a subspace $C_{n} \subseteq \mathbb{F}_{d}^{n}$ with $\left\{1^{n}\right\} \subseteq C_{n}^{\perp} \subseteq C_{n}$ and $2 \operatorname{dim}_{\mathbb{F}_{d}} C_{n}-n \geq n R$, and a set of coset representatives $\Gamma_{n}$ of $\mathbb{F}_{d}^{n} / C_{n}$, such that for any probability distribution $P$ on $\mathbb{F}_{d}$,

$$
P\left(\widetilde{\Gamma}_{n}^{\mathrm{c}}\right) \leq 4(n+1)^{3} d^{-n E_{\mathrm{r}}((1+R) / 2, P)}
$$

where $\widetilde{\Gamma}_{n}=\operatorname{span} 1^{n}+\Gamma_{n}=\Gamma_{n} \cup\left\{1^{n}+x \mid x \in\right.$ $\left.\Gamma_{n}\right\}$, and $E_{\mathrm{r}}$ is defined in Theorem 1.

Proof. Put $B=\left\{0^{n}, 1^{n}\right\}, \mathcal{Y}=\mathbb{F}_{d}, a_{n}=$ $d^{2}\left|\mathcal{P}_{n}(\mathcal{Y})\right|$ and $T=(1-R) / 2$. Then, Theorem 3 follows from Corollary 1 applied to the codes in Lemma 5.

This lemma and Eq. (6) ensure the existence of a CSS code whose 'decoding error probability' is upper-bounded by $8(n+1)^{3} d^{-n E\left(R, P \mathbf{x}, P_{\mathbf{Z}}\right)}$ where

$$
\begin{array}{r}
E\left(R, P_{\mathbf{X}}, P_{\mathbf{Z}}\right)=\min \left\{E_{\mathrm{r}}\left((1+R) / 2, P_{\mathbf{X}}\right),\right. \\
\left.E_{\mathrm{r}}\left((1+R) / 2, P_{\mathbf{Z}}\right)\right\},
\end{array}
$$

and $P_{\mathbf{X Z}}=P_{\mathcal{A}_{1}}$ is associated with the considered memoryless quantum channel $\mathcal{A}_{1}$ in the manner described in Refs. 9), 17), 19). The resulting achievable rate is not so large as $1-H\left(P_{\mathbf{X Z}}\right)$ obtained from Theorem 2.

## 10. Other Applications

### 10.1 Ensemble of Quotient Codes

The ensemble average of $\mathrm{M}_{Q}(C \backslash B)$ over those $(B, C)$ with $B=C^{\perp}$ and $B \leq C$ was evaluated to prove the existence of codes of 'balanced' spectra in Lemma 5. We treat other ensembles in this section.

Lemma 6 Let $\mathcal{Y}$ be a finite set and integers $k, b$ with $0<k \leq n-b$ be given. Suppose A is a family of pairs of subsets $(B, C)$ of $\mathcal{Y}^{n}$ with $B^{\prime} \subseteq B \subseteq C \subseteq \mathcal{Y}^{n},|B|=|\mathcal{Y}|^{b},|C|=|\mathcal{Y}|^{k+b}$ for some $B^{\prime} \subseteq \mathcal{Y}^{n}$ such that the number $V=$ $|\{(B, C) \in \mathrm{A} \mid x \in C \backslash B\}|$ does not depend on $x \in \mathcal{Y}^{n} \backslash B^{\prime}$. Then, there exists a pair $(B, C) \in$ A such that for any $Q \in \mathcal{P}_{n}(\mathcal{Y})$,

$$
\frac{M_{Q}(C \backslash B)}{\left|\mathcal{T}_{Q}^{n}\right|} \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right||\mathcal{Y}|^{k+b-n}
$$

Corollary 2 Let a $b$-dimensional subspace $B$ of $\mathcal{Y}^{n}$, where $\mathcal{Y}$ is any finite field, and an integer $k, 0<k \leq n-b$ be given. Let $\mathrm{A}^{\prime}$ be the family of all $(k+b)$-dimensional subspaces
$C$ with $B \leq C \leq \mathcal{Y}^{n}$. Then, the bound on $M_{Q}(C \backslash B)$ in the lemma is fulfilled by some subspace $C \in \mathrm{~A}^{\prime}$.

Proof. Put $d=|\mathcal{Y}|$. Counting the pairs $(x,(B, C))$ such that $x \in C \backslash B$ and $(B, C) \in \mathrm{A}$ in two ways, we have $\left(d^{n}-d^{b}\right) V \leq$ $\left(d^{n}-\left|B^{\prime}\right|\right) V \leq|\mathrm{A}|\left(d^{k+b}-d^{b}\right)$, from which $\mathrm{E}_{\mathbf{B}, \mathbf{C}} M_{Q}(\mathbf{C} \backslash \mathbf{B}) \leq\left|\mathcal{T}_{Q}^{n}\right| d^{k+b-n}$ follows, where $(\mathbf{B}, \mathbf{C})$ is a random variable uniformly distributed over A, and hence, the desired estimate follows by Lemma 2. The corollary follows from the last remark in Section 5.
Theorem 4 Let an additive group $\mathcal{Y}$ of order $d$ and integers $k, b$ with $0<k \leq n-b$ be given. Suppose we have a quotient code $C / B$, i.e., a pair ( $B, C$ ) with $B \leq C \leq \mathcal{Y}^{n},|B|=d^{b}$, and $|C|=d^{k+b}$ such that

$$
\frac{M_{Q}(C \backslash B)}{\left|\mathcal{T}_{Q}^{n}\right|} \leq a_{n} d^{k-n}, \quad Q \in \mathcal{P}_{n}(\mathcal{Y})
$$

Then, if $a_{n} \geq 1$, its decoding error probability with the minimum entropy decoding on additive memoryless channel $P$ is upper-bounded by

$$
a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{2} d^{-n E_{r}(P, R)}
$$

where $R=k / n$ and $E_{\mathrm{r}}(P, R)$ is defined in Theorem 1. The same code $C / B$ have its decoding error probability upper-bounded by

$$
\left|\mathcal{P}_{n}(\mathcal{Y})\right| d^{b-n E_{\mathrm{ex}}\left(P, R+\left[\log _{d} a_{n}\right] / n\right)}
$$

with the MLD, where $R=k / n$,

$$
\begin{aligned}
& E_{\text {ex }}(P, R)= \\
& \quad \min _{Q \in \mathcal{P}(\mathcal{Y}): H(Q) \geq 1-R}[1-R-H(Q) \\
& \left.\quad-\sum_{s \in \mathcal{Y}} Q(s) \log \sum_{a \in \mathcal{Y}} \sqrt{P(a) P(a+s)}\right] .
\end{aligned}
$$

Recall that the decoding error probability is given by $P^{n}\left(\widetilde{J^{c}}\right)$ as in Section 3. We remark that the code in Corollary 2 satisfies the premise, and hence, both bounds in the theorem with $a_{n}=d^{b}\left|\mathcal{P}_{n}(\mathcal{Y})\right|$ or $a_{n}=d^{b}(n+1)^{d-1}$.

### 10.2 Implication on Classical Coding

With $b$ small, say, $b=0,1$, the combination of the two bounds in Theorem 4 gives the asymptotically best bound among those known for additive memoryless channels (for the rates below the critical rate, the random coding exponent $E_{\mathrm{r}}(P, R)$ is optimum, and the expurgated exponent $E_{\text {ex }}(P, R)$ improves this for high rates). Note that whereas $E_{\mathrm{r}}(P, R)$ is attainable by universal systems of encoding and decoding,
we have used the MLD in Theorem 4 to prove the attainability of $E_{\text {ex }}(P, R)$, and this is true for any derivations of $E_{\text {ex }}(P, R)$ known (to the present author). A natural question arises (Cf. Csiszár and Körner ${ }^{14)}$ ): For which class of channels can we find a good code and its decoding that attain the expurgated exponent and do not depend on the channel characteristics?

Theorem 4, together with Corollary 2 or Lemma 5, ensures the existence of such a system of encoding and decoding that works for all binary symmetric channels. In fact, for $\mathcal{Y}=\{0,1\}$ and $B=\left\{0^{n}, 1^{n}\right\}$, the minimum entropy decoding and the MLD (together with the minimum Hamming distance decoding) described in Section 3 happen to be the same.

### 10.3 Asymmetric CSS Codes

A general $d$-ary CSS code is a simultaneous commuting operators $X^{x} Z^{z}, x \in C_{2}, z \in C_{1}^{\perp}$ for some $C_{1}, C_{2} \subseteq \mathbb{F}_{d}^{n}$. For $d$ prime, these operators really commute if (and only if) $C_{2} \subseteq C_{1}$ as can be easily checked with Eq. (5). Then, by the general principle of symplectic codes in Lemma 4, it is easy to see that if the quotient codes $C_{1} / C_{2}$ and $C_{2}^{\perp} / C_{1}^{\perp}$ are both good, then the CSS codes are good. This was stated by Mayers ${ }^{22)}$, where the goodness of a quotient code was measured by minimal distance ${ }^{*}$. In the framework of quotient codes, this can be said more clearly: If $C_{1} / C_{2}$ is $\widetilde{\Gamma}_{1}$-correcting and $C_{2}^{\perp} / C_{1}^{\perp}$ is $\widetilde{\Gamma}_{2}$-correcting, then the CSS code is $N_{\widetilde{J}}$-correcting with

$$
\widetilde{J}=\left\{[x, z] \mid x \in \widetilde{\Gamma}_{2} \text { and } z \in \widetilde{\Gamma}_{1}\right\}
$$

where

$$
\begin{aligned}
& {\left[\left(x_{1}, \ldots, x_{n}\right),\left(z_{1}, \ldots, z_{n}\right)\right]} \\
& \quad=\left(x_{1}, z_{1}, \ldots, x_{n}, z_{n}\right) .
\end{aligned}
$$

In applications of CSS codes to quantum cryptography, either the quotient code $C_{1} / C_{2}$ or $C_{2}^{\perp} / C_{1}^{\perp}$ should be efficiently decodable ${ }^{21), 22)}$. Then, it was proposed to use known classical codes as $C_{1}$ and a randomly chosen subspace of $C_{1}$ as $C_{2}{ }^{22)}$. If we knew which specific subspace were good as $C_{2}$, we would use it rather than random ones as $C_{2}$. Moreover, the deterministic choice of $C_{2}$ saves randomness and public communication.

Then, a natural question arises: After a (good) code $C_{1}$ over a finite field $\mathcal{Y}$ is arbitrarily fixed, how good $C_{2}^{\perp} / C_{1}^{\perp}$ can be by a proper

[^5]choice of $C_{2} \leq C_{1}$ ? Corollaries 1 and 2 answer this question. Namely, putting $B=C_{1}^{\perp}$, $C=C_{2}^{\perp}, b=\left(1-R_{1}\right) n$, and $k=\left(R_{1}-R_{2}\right) n$, we conclude from these corollaries the existence of a $\widetilde{\Gamma}_{2}$-correcting quotient code $C_{2}^{\perp} / C_{1}^{\perp}$ with $P^{n}\left(\widetilde{\Gamma}_{2}\right) \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{3} d^{-n E_{\mathrm{r}}\left(1-R_{2}\right)}$ for any $P \in \mathcal{P}(\mathcal{Y})$.

If we use the random selection of $C_{2}$ instead as in Refs. 22), 23), the resulting bound is $\mathrm{E}_{C_{2}} P^{n}\left(\widetilde{\Gamma}_{2}\right) \leq\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{2} d^{-n E_{\mathrm{r}}\left(1-R_{2}\right)}$ by Corollary 3 in the next subsection. Observe the bound is better by the factor of $\left|\mathcal{P}_{n}(\mathcal{Y})\right|$ because the process of choosing a deterministic good code (Lemma 2), where the factor stems from, is not necessary in this case.

Note the argument in this section is applicable to the case where $\mathcal{Y}=\mathbb{F}_{d}^{m}$ for some $m \geq 1$ (we define the duals of codes as before viewing $\mathcal{Y}^{n}$ as $\mathbb{F}_{d}^{n m}$ ), which recovers the result of Appendix B of Ref. 9), though the decoding complexity is sacrificed slightly for the generality of the argument.

### 10.4 Random Codes

Expecting possible applications in the future, this subsection gives general forms of Lemma 1 and Corollary 1, which are applicable to random codes. The proof of Lemma 1 in the appendix and that of Corollary 1 can be accommodated to this case only by applying $\mathrm{E}_{\mathrm{B}, \mathrm{C}}$ where appropriate.

Lemma 7 Assume a pair of random variables $(\mathbf{B}, \mathbf{C})$ that take values in a set $\{(B, C) \mid$ $\left.B \leq C \leq \mathcal{Y}^{n}\right\}$ satisfy

$$
\mathrm{E}_{\mathbf{B}, \mathbf{C}} \frac{M_{Q}(\mathbf{C} \backslash \mathbf{B})}{\left|\mathcal{T}_{Q}^{n}\right|} \leq a_{n} d^{-n T}, \quad Q \in \mathcal{P}_{n}(\mathcal{Y})
$$

with some real numbers $d>1, a_{n} \geq 1$ and $T$. Then, choosing $J_{C}$ as in item (1) of the list in Section 2 (minimum entropy decoding), we have for any $P_{n} \in \mathcal{P}\left(\mathcal{Y}^{n}\right)$,

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{B}, \mathrm{C}} \mathrm{E}_{\boldsymbol{\pi}} P_{n}\left(\boldsymbol{\pi}\left(\widetilde{J}_{\mathbf{B}, \mathbf{C}}\right)^{\mathrm{c}}\right) \\
& \quad \leq a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right| \sum_{Q \in \mathcal{P}_{n}(\mathcal{Y})} P_{n}\left(\mathcal{T}_{Q}^{n}\right) d^{-n|T-H(Q)|^{+}}
\end{aligned}
$$

where $\widetilde{J}_{B, C}=J_{C}+B=\left\{x+y \mid x \in J_{C}, y \in B\right\}$.
Corollary 3 Assume a pair of random variables ( $\mathbf{B}, \mathbf{C}$ ) fulfills the condition of Lemma 7 . Then, for the above choice of $J_{C}$ and for any $P \in \mathcal{P}(\mathcal{Y})$, we have

$$
\mathrm{E}_{\mathbf{B}, \mathbf{C}} P^{n}\left(\widetilde{J}_{\mathbf{B}, \mathbf{C}}{ }^{\mathbf{c}}\right) \leq a_{n}\left|\mathcal{P}_{n}(\mathcal{Y})\right|^{2} d^{-n E^{(n)}(P, T)}
$$

where $E^{(n)}(P, T)$ is given in Corollary 1.

## 11. Summary and Remarks

This article gave a formula to evaluate the performance of an algebraic code in terms of its (weight) spectrum.

The achievable rate $1-H(P)$ for quantum channels resulting from Theorem 2 is not the best ${ }^{24), 25)}$. The optimum rate achievable by general quantum codes is now known (see, e.g., Ref. 26) and the references therein, especially, Refs. 27), 28) for details). The problem of determining the optimum attainable exponent is left open ${ }^{17}, 29$ ).
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## Appendix

## A. 1 Proof of Lemma 1

In the proof, $\mathcal{P}_{n}(\mathcal{Y})$ is abbreviated as $\mathcal{P}_{n}$. We will show that $G=\mathrm{E}_{\boldsymbol{\pi}} P_{n}\left(\boldsymbol{\pi}(\widetilde{J})^{\mathrm{c}}\right)$ is bounded above by the claimed quantity.

Imagine we list up all words in $\pi(C \backslash B)$ for all $\pi \in \mathcal{S}_{n}$ allowing duplication. Clearly, the number of appearances of any fixed word $y \in$ $\mathcal{Y}^{n}$ in the list only depends on its type $\mathrm{P}_{y} \in$ $\mathcal{P}_{n}$. Namely, for any $Q \in \mathcal{P}_{n}$, there exists a constant, say $L_{Q}$, such that $\mid\left\{\pi \in \mathcal{S}_{n} \mid y \in\right.$ $\pi(C \backslash B)\} \mid=L_{Q}$ for any word $y$ with $\mathrm{P}_{y}=$ $Q$. Then, counting the number of words of a fixed type $Q$ in the list in two ways, we have $\left|\mathcal{T}_{Q}^{n}\right| L_{Q}=\left|\mathcal{S}_{n}\right| M_{Q}(C \backslash B)$. Hence, for any type $Q \in \mathcal{P}_{n}(\mathcal{Y})$

$$
\frac{L_{Q}}{\left|\mathcal{S}_{n}\right|}=\frac{M_{Q}(C \backslash B)}{\left|\mathcal{T}_{Q}^{n}\right|} \leq a_{n} d^{-n T}
$$

by assumption. This implies that for $y \in \mathcal{Y}^{n}$, we have

$$
\begin{equation*}
\frac{\left|\mathrm{A}_{y}(C \backslash B)\right|}{\left|\mathcal{S}_{n}\right|} \leq a_{n} d^{-n T} \tag{7}
\end{equation*}
$$

where

$$
\mathrm{A}_{y}(C \backslash B)=\left\{\pi \in \mathcal{S}_{n} \mid y \in \pi(C \backslash B)\right\} .
$$

We have

$$
\begin{align*}
G & =\frac{1}{\left|\mathcal{S}_{n}\right|} \sum_{\pi \in \mathcal{S}_{n}} \sum_{x \notin \pi(\widetilde{J})} P_{n}(x) \\
& =\sum_{x \in \mathcal{Y}^{n}} P_{n}(x) \frac{\left|\left\{\pi \in \mathcal{S}_{n} \mid x \notin \pi(\widetilde{J})\right\}\right|}{\left|\mathcal{S}_{n}\right|} . \tag{8}
\end{align*}
$$

Since $x \notin \pi(\widetilde{J})$ occurs only if there exists a word $u \in \mathcal{Y}^{n}$ such that $H\left(\mathrm{P}_{u}\right) \leq \underset{\sim}{H}\left(\mathrm{P}_{x}\right)$ and $u-x \in \pi(C \backslash B)$ from the design of $\widetilde{J}$ specified above (minimum entropy decoding), it follows

$$
\begin{aligned}
& \left|\left\{\pi \in \mathcal{S}_{n} \mid x \notin \pi(\widetilde{J})\right\}\right| /\left|\mathcal{S}_{n}\right| \\
& \quad \leq \sum_{u \in \mathcal{Y}^{n}: H\left(\mathbf{P}_{u}\right) \leq H\left(\mathbf{P}_{x}\right)}\left|\mathrm{A}_{u-x}(C \backslash B)\right| /\left|\mathcal{S}_{n}\right| \\
& \quad \leq \sum_{u \in \mathcal{Y}^{n}: H\left(\mathbf{P}_{u}\right) \leq H\left(\mathbf{P}_{x}\right)} a_{n} d^{-n T} \\
& \quad=\sum_{Q^{\prime} \in \mathcal{P}_{n}: H\left(Q^{\prime}\right) \leq H\left(\mathbf{P}_{x}\right)} a_{n}\left|\mathcal{T}_{Q^{\prime}}^{n}\right| d^{-n T} \\
& \quad \leq \sum_{Q^{\prime} \in \mathcal{P}_{n}: H\left(Q^{\prime}\right) \leq H\left(\mathbf{P}_{x}\right)} a_{n} d^{n H\left(Q^{\prime}\right)-n T}(9)
\end{aligned}
$$

where we have used Eq. (7) for the second inequality, and Eq.(1) for the last inequality. Then, using the inequalities $\min \{a t, 1\} \leq$ $a \min \{t, 1\}$ and $\min \{s+t, 1\} \leq \min \{s, 1\}+$ $\min \{t, 1\}$ for $a \geq 1, s, t \geq 0$, we can proceed from Eq. (8) as follows, which completes the proof:

$$
\begin{aligned}
G \leq & \sum_{x \in \mathcal{Y}^{n}} P_{n}(x) \min \left\{\sum_{Q^{\prime} \in \mathcal{P}_{n}: H\left(Q^{\prime}\right) \leq H\left(\mathrm{P}_{x}\right)}\right. \\
& \left.a_{n} d^{n H\left(Q^{\prime}\right)-n T}, 1\right\} \\
\leq & a_{n} \sum_{Q \in \mathcal{P}_{n}} P_{n}\left(\mathcal{T}_{Q}^{n}\right) \\
& \min \left\{\sum_{Q^{\prime} \in \mathcal{P}_{n}: H\left(Q^{\prime}\right) \leq H(Q)} d^{n H\left(Q^{\prime}\right)-n T}, 1\right\} \\
\leq & a_{n} \sum_{Q \in \mathcal{P}_{n}} P_{n}\left(\mathcal{T}_{Q}^{n}\right) \sum_{Q^{\prime} \in \mathcal{P}_{n}: H\left(Q^{\prime}\right) \leq H(Q)} \\
& \min \left\{d^{-n\left[T-H\left(Q^{\prime}\right)\right]}, 1\right\} \\
\leq & a_{n}\left|\mathcal{P}_{n}\right| \sum_{Q \in \mathcal{P}_{n}} P_{n}\left(\mathcal{T}_{Q}^{n}\right) \\
= & a_{n}\left|\mathcal{P}_{n}\right| \sum_{Q \in \mathcal{P}_{n}} P_{n}\left(\mathcal{T}_{Q}^{n}\right) d^{-n|T-H(Q)|^{+}} .
\end{aligned}
$$

## A. 2 Proof of Theorem 4

The first bound with the random coding exponent in theorem immediately follows from Corollary 1. We proceed to proving the second.
By the choice of $J$ (MLD),

$$
\begin{aligned}
& P^{n}\left(\widetilde{J}^{c}\right) \leq \sum_{\widetilde{x} \in \mathcal{Y}^{n} / B}|B| \\
& \quad \sum_{\widetilde{y} \in C / B \backslash B} \sqrt{\max _{x \in \widetilde{x}} P^{n}(x) \max _{y \in \widetilde{y}} P^{n}(x+y)}
\end{aligned}
$$

This can be seen by noticing that when the additive error falls in a coset $\widetilde{x} \in \mathcal{Y}^{n} / B$, the decoding error occurs only if there is a coset $\widetilde{z} \in \mathcal{Y}^{n} / B$ with $\max _{z \in \widetilde{z}} P^{n}(z) \geq \max _{x \in \widetilde{x}} P^{n}(x)$ and $\widetilde{z}-\widetilde{x} \in C / B \backslash \tilde{B}$. Hence, we have

$$
P^{n}\left(\widetilde{J}^{c}\right)
$$

$$
\begin{aligned}
\leq & |B| \sum_{\widetilde{y} \in C / B \backslash B} \sum_{\widetilde{x} \in \mathcal{Y}^{n} / B} \\
& \sum_{y \in \widetilde{y}} \sum_{x \in \widetilde{x}} \sqrt{P^{n}(x) P^{n}(x+y)} \\
\leq & |B| \sum_{y \in C \backslash B} \sum_{x \in \mathcal{Y}^{n}} \sqrt{P^{n}(x) P^{n}(x+y)} \\
= & |B| \sum_{y \in C \backslash B} \\
& d^{n} \sum_{s \in \mathcal{Y}} \mathrm{P}_{y}(s) \log \sum_{a \in \mathcal{Y}} \sqrt{P(a) P(a+s)} \\
= & |B| \sum_{Q \in \mathcal{P}_{n}(\mathcal{Y})} M_{Q}(C \backslash B) \\
& d^{n} \sum_{s \in \mathcal{Y}} Q(s) \log \sum_{a \in \mathcal{Y}} \sqrt{P(a) P(a+s)} .
\end{aligned}
$$

Note that the premise in the theorem implies

$$
\begin{gathered}
M_{Q}(C \backslash B) \leq d^{-n\left[1-R-H(Q)-\left(\log a_{n}\right) / n\right]}, \\
Q \in \mathcal{P}_{n}(\mathcal{Y}),
\end{gathered}
$$

by Eq. (1), and hence, $M_{Q}(C \backslash B)=0$ if $1-R-H(Q)-\left(\log a_{n}\right) / n>0$ (incidentally, this implies that the code satisfies the GilbertVarshamov bound asymptotically). Thus, we have the second bound in the theorem.

## A. 3 Metrics for Quotient Spaces

We have treated spaces of the form $\mathcal{V}=\mathcal{Z} / B$, where $B \leq \mathcal{Z}$ are finite additive groups. In this appendix, a natural way to derive metrics on $\mathcal{V}$ from those on $\mathcal{Z}$, such as the Hamming metric on $\mathcal{Z}=\mathcal{Y}^{n}$, is introduced. Given a nonnegative function W on $\mathcal{Z}$, a function D on $\mathcal{Z} \times$ $\mathcal{Z}$ defined by $\mathrm{D}(x, y)=\mathrm{W}(y-x)$ is a metric if W satisfies (i) triangle inequality $\mathrm{W}(x+y) \geq$ $\mathrm{W}(x)+\mathrm{W}(y), x, y \in \mathcal{Z}$, (ii) $\mathrm{W}(x)=0$ if and only if $x$ is zero, and (iii) $\mathrm{W}(x)=\mathrm{W}(-x)$.

Lemma 8 Given a function $W$ on $\mathcal{Z}$, define $\mathrm{W}_{B}(\widetilde{x})=\min _{x \in \widetilde{x}} \mathrm{~W}_{B}(x)$ for $\widetilde{x} \in \mathcal{Z} / B$. Then, whichever of properties (i), (ii) and (iii) W has, $\mathrm{W}_{B}$ inherits the same properties from W .

The easy proof is omitted. A broad class of metrics that include metrics of this type are known as combinatorial metrics ${ }^{30}$ ) or combinatorial metrics with cost ${ }^{31)}$.


[^0]:    $\dagger$ Research Center for Quantum Information Science, Tamagawa University Research Institute
    $\dagger \dagger$ PRESTO, Japan Science and Technology Agency (JST)

[^1]:    4. This is different from the minimum-entropy decoding, i.e., the maximum mutual information (MMI) decoding for constant composition codes ${ }^{10), 13), 14), ~}$ which is an $\alpha$-decoding ${ }^{14)}$. Our decoding is a $\beta$ decoding ${ }^{6}$ ), which may be called a (wide-sense) syndrome decoding when $\mathcal{Y}$ is a finite field.
[^2]:    * Conversely, a quotient code $C / B$ being $\widetilde{J}$-correcting means $\widetilde{J}$ can be chosen in this way.

[^3]:    4. More quantitatively, with the codelength $n$ and the size $|\mathcal{M}|$ of the set of messages $\mathcal{M}$ fixed, the minimum of the decoding error probability of a conventional code cannot be improved by a quotient code $\left(C / B,\left\{\rho_{c}\right\}_{c \in C / B}\right.$ ) (or a more general coding scheme in which a code, i.e., the image of an encoder, has form $\left.\left\{\rho_{c} \in \mathcal{P}\left(\mathcal{Y}^{n}\right) \mid c \in \mathcal{M}\right\}\right)$.
[^4]:    \& The $\mathbf{X}^{n}$ stands for $\left(\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right)$, etc., and the probability distribution of $\left(\mathbf{X}_{1}, \mathbf{Z}_{1}, \ldots, \mathbf{X}_{n}, \mathbf{Z}_{n}\right)$, is $P_{\mathcal{A}}$ mentioned in Section 6.

[^5]:    4. Related metrics for quotient spaces are proposed in Appendix A. 3 .
