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Contribution of the Application, Transport and Network Layers

to the Self-Similarity of Internet Traffic
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There have been no studies evaluating the dominant factor responsible for generating self-
similar network traffic, although many researchers have discussed the causes of self-similarity.
In this paper, we have isolated and compared the effects of the application, transport and
network layers on self-similarity. We first focus on the interaction between the transport and
network layers only. With a simple computer simulation scenario we show that in realistic
bottleneck scenarios with only long greedy TCP flows present, the TCP flows fully utilize
the bottleneck link, which make the aggregated TCP flow short-range dependent while each
flow that share the bottleneck link itself is long range dependent. We also show that in
special situations, when the TCP flows become synchronized, the bottleneck link may become
underutilized giving space to long-range dependence to surface. We show the connection
between the network layer parameters necessary for synchronization to occur, and verify our
results with simulation. To examine the effect of the application layer, we introduce web
traffic besides the long greedy flows into the bottleneck link. We show that link utilization is
again a key factor determining the self-similar properties of the aggregated flow, but has much
less impact on the self-similar properties of the aggregated web sessions and long greedy flows.
Finally, we point out the most influential effects and the conditions when they dominate the
self-similar properties of aggregated TCP flows.

1. Introduction

Self-similarity is a ubiquitous property of net-
work traffic. It represents a correlation prop-
erty of traffic volume over a wide range of time
scales, i.e., Long Range Dependence (LRD).
Traffic with self-similar nature is detrimental.
Its effects range from high queue buffer overflow
rates to large delays and persistent periods of
congestion 1). Therefore understanding the na-
ture of self-similarity and its reduction is a focus
of attention of the networking community 2).

Recent research efforts have identified various
origins of self-similarity on different protocol
layers. On the application level, Internet appli-
cations like HTTP have shown self-similar traf-
fic, due to the heavy-tailed file-size distributions
of the transmitted files 3). The transport layer
—— such as TCP —— also actively partici-
pates in modifying the self-similarity of the traf-
fic arriving from the traffic source 4),5). Lat-
est research has revealed that even a single
TCP flow can induce and show significant self-
similar properties 6). This is due to the con-
gestion avoidance and retransmission schemes
built into the TCP congestion control. And
finally, the network itself plays an important
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role by amplifying or reducing the degree of
self-similar traffic. The queuing techniques of
routers and switches 2),7) and the applied traf-
fic filters 8) all affect self-similarity. It has also
been shown that self-similar flows induce self-
similarity in other flows which originally showed
no self-similar property when sharing the same
queue 9).

Despite the large number of papers published
on self-similarity, the complexity of the subject
limits the focus of most papers. The original-
ity of our research is that through experiments,
we separate and rank the effects of the applica-
tion, transport and network layers on the self-
similarity of both single and aggregated TCP
flows.

The rest of the paper is organized as follows.
Section 2 gives a brief overview of self-similarity
and the Hurst parameter. Section 3 describes
the simulation environment. Section 4 investi-
gates the interaction between the transport and
network layers. Section 5 focuses on transport,
network and the application layers as well. Sec-
tion 6 summarizes our findings.

2. Definition of Self-Similarity

Self-similarity was found in different types
of network traffic under various traffic condi-
tions 1),3),10) since its discovery 11). To quantify
the degree of self-similarity in network traffic
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throughout this paper we use the Hurst param-
eter. In this section, we give a short introduc-
tion on self-similarity, the Hurst parameter and
the applied measurement method.

Traffic is self-similar with Hurst parameter H
(0 < H < 1) if for all k > 0 and t ≤ 0,

Y (t) = k−HY (kt) (1)

where Y (t) is the traffic volume in the func-
tion of time and = means equality in the sense
of distribution. If H > 0.5, the traffic is also
long range dependent which means that it has
considerable fluctuations over a long period of
time.

Various estimators can be used to provide es-
timates of self-similarity and long-range depen-
dence 12),13). We have used the variance time
plot method, which is defined by an aggregated
series

X(m)(k)=
1
m

km∑
i=(k−1)m+1

Xi, k=1, 2.....,

[
N

m

]

(2)

based on the time series Xi. We have calcu-
lated the variance of this aggregated series for
block sizes of m = 1, 10, 100 and 1000, where
m = 1 corresponds to a period of 50 ms. We
plot on a log-log plot the sample variance versus
m. If the series is self-similar with long-range
dependence then the plot is a line with slope
β > −1. If the series is self-similar with short-
range dependence then β ≤ −1. The estimation
of Hurst parameter H is given by H = 1 + β/2.

3. Simulation Environment

This section describes the simulation environ-
ment used throughout this paper. We used the
discrete event network simulator ns2 14) to run
our simulations.

On the application layer, we examine the ef-
fect of UDP applications along with two of
the most popular TCP application in today’s
networks: web traffic and long greedy traffic
sources. Besides popularity, we choose these
applications because they use TCP as trans-
port protocol, which is in the focus of attention
when examining the self-similar properties of
transport layer 15). UDP, the other widely used
transport layer protocol is an open-loop proto-
col and was shown to have less impact on the
self-similarity of internet traffic 16).

There are many TCP variants and their op-
timizations implemented in the ns2 simulator.

Table 1 TCP Reno settings.

TCP model One-way
RTT clock (tcpTick ) 10ms
Initial/reset value of
cwnd (windowInit ) 1
Maximum limit of
congestion window (maxcwnd ) infinite (0)

The goal of this paper is to compare the ef-
fect of the currently widely used version of TCP
against the influence of the network and appli-
cation layers. We have therefore used the Reno
version of TCP with options that are common
in today’s networks. Table 1 describes the var-
ious settings of TCP Reno used throughout the
simulations.

We used the one-way TCP implementation
of the ns2 simulator. TCP flows with one-way
TCP senders can carry traffic only from the
senders towards the receivers. The returning
ACK packets have no payload as described in
the manual of the ns2 simulator 17). The re-
striction of the one-way TCP senders imposes
no limitation through the bottleneck link sce-
narios in this paper.

The size of the packets is set to 1 kbytes which
does not closely reflect reality. However, the
packet size of 1 kbytes only has numerical ef-
fects, and doesn’t influence the conclusions in
this paper. The packet size of 1 kbytes has been
also frequently used by other reserchers 15).

The granularity of the internal clock used
to measure the Round Trip Time (RTT)
(tcpTick ) of the packets has changed from
500 ms to 10 ms in recent years. We have vali-
dated our simulation results against clock gran-
ularity of the ideal 1 ms, the default 10ms and
the legacy 500 ms as well and found no signifi-
cant impact. Throughout the paper the simu-
lation results are shown with the clock granu-
larity set to the current default of 10 ms.

Presently the ns2 simulator defaults the ini-
tial/reset value of the congestion window (win-
dowInit ) to the size of 2 packets. Values above
the original size of 1 packet are aimed at help-
ing the transmission of traffic that is composed
of short-lived bursts on links with small band-
width or long delays. We have investigated the
effect of the initial/reset value of the congestion
window size on the self-similarity of network
traffic and found no measurable difference.

The maximum limit on the TCP congestion
window (maxcwnd ) has profound effect on the
simulation results. We discuss the implications
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Fig. 1 Bottleneck topology with multiple greedy
TCP flows.

Table 2 Parameters and assumptions for simulation.

Number of flows 4–150
Link delay 50–100ms
Link speed 1–5Mbps
Buffer size 15–55packets
Packet size 1 kbytes
Queuing scheme FIFO, RED

of maxcwnd on the self-similarity of network
traffic in Section 4.3. The simulation results
in all other sections in this paper assume that
there is no limit on the congestion window as
indicated in Table 1.

The network layer contains 3 functions; ag-
gregating multiple flows, queuing and routing.
We discuss the effect of each of these functions
by employing a simple network topology with
a bottleneck router as shown in Fig. 1. The
TCP receivers are attached directly to the bot-
tleneck, while the senders are connected via
a feeder link. These feeder links impose no
bandwidth restriction on the individual TCP
flows, but give the opportunity to introduce
different end-to-end propagation delay for each
flow. The propagation delays are uniformly dis-
tributed between 50–100 ms as described in Ta-
ble 2.

Each simulation is run for the duration of
2,200 sec, where we have discarded the first
400 sec of data to avoid transients. The flows
are started randomly during the first 30 s of the
simulation.

We have measured the Hurst parameter with
Variance-Plot method, at 4 timescales: 50 ms,
500ms, 5 s, and 50 s. We conducted linear re-
gression on the variance of the aggregated se-
ries on a log-log scale using the linear regression
function of the gnuplot software. We have also
verified selected points of our measurements
with the wavelet based estimator of the SELF-
ISH 12) self-similarity analysis tool.

Most of the Hurst parameter and other curves
in the figures throughout this paper were drawn

with least squares approximation. In a few
cases, the data was only smoothed with the
Bezier function to reveal finer details.

4. Interaction between the Transport
and Network Layers

In this section we examine how the interac-
tion between the transport and network layers
affect the self-similarity of TCP flows. In order
to focus on the effects of the transport and net-
work layers only, we employ greedy data sources
at the application layer, because the greedy
data source reflects the self-similar properties
of the TCP congestion control. This is because
the greedy source constantly generates packets
which must wait for TCP to open its usable
window before transmission.

We examine the properties of both the sin-
gle and aggregated TCP flows. The aggre-
gated flow consists of between 4–150 single TCP
flows and crosses the simple bottleneck topol-
ogy shown in Fig. 1. Each aggregation level
give different packet loss rates at the bottleneck
link as the TCP flows compete for the available
bandwidth. The buffer size, transmission speed
and link delay of the bottleneck link are set ac-
cording to Table 2.

4.1 Effect of Aggregation
To measure the effect of aggregation we mea-

sure the Hurst parameter of each single and the
aggregated TCP flow first at fixed network layer
parameters of D = 50 ms, S = 3 Mbps, and
B = 55 packets, where D is the propagation
delay between the sender and receiver, S is the
transmission speed of the bottleneck link, and
B is the size of the queue buffer. In each exper-
iment we also measure the level of packet loss
of both the single and aggregated TCP flows.
Figure 2 shows the Hurst parameter of both
the single and aggregated TCP flows against
the measured packet loss level. The single flow
curve represent the average Hurst parameter of
the single TCP flows of the aggregated TCP
flow. We can see the following facts from Fig. 2:
(A)As a result of aggregation, the Hurst pa-

rameter of the aggregated TCP flow has
lower values compared to its composite sin-
gle TCP flows. The aggregated flow is pre-
dominantly short-range dependent (H <
0.5) while it shows an increasing trend on
high packet loss levels.

This finding confirms the finding of the lit-
erature 18). Sikdar and Vastola 18) analytically
proves that the Hurst parameter of aggregated



3112 IPSJ Journal Dec. 2005

Fig. 2 Hurst parameter of the single TCP flow and the
aggregated TCP flows formed out of randomly
chosen 80% 90% 95% and 100% of the single
TCP flows crossing the bottleneck link.

TCP flows is only dependent on the level of
packet loss and shows increasing trend.

Traffic with Hurst parameter H < 0.5
is short-range dependent. The variance of
short-range dependent traffic decreases faster
than exponential when measured at increas-
ing timescales. That is, short-range dependent
traffic is amenable to statistical multiplexing
and does not have the detrimental properties
of long-range dependent traffic on network per-
formance.

Long-range dependent traffic (H > 0.5)
however has considerable fluctuation on large
timescales compared to smaller timescales.
These fluctuations on large timescale are re-
sponsible for the detrimental effects of long-
range dependent traffic. In the following we
show that the fully utilized bottleneck link in
our experiment prevents significant fluctuations
to occur, and is therefore the main reason be-
hind the short range dependence of the aggre-
gated flow.

The fully utilized bottleneck link shapes the
arrival process into a constant bit rate depar-
ture process, which makes the possible fluctua-
tion of the arrival process very limited. During
time interval dt, the number of packets arriving
to a fully utilized bottleneck link is,

Nin = Nout + Ndrop + Qt2 − Qt1 (3)
where Nin is the number of packets arriving at
the bottleneck link router, Nout is the number
of transmitted packets, Ndrop is the number of
dropped packets at the bottleneck link during
time interval dt, Qt2 and Qt1 are the queue size

at the bottleneck link at time t2 and t1 respec-
tively, and dt = t2 − t1. Eq. (4) is derived by
substituting Ndrop=Nin ∗ p and Nout = S ∗ dt
into Eq. (3).

Nin =
S ∗ dt + Qt2 − Qt1

1 − p
, (4)

where S is the link speed of the bottleneck link,
and p is the average packet loss during time
interval dt. According to Eq. (4) the variance
of the arrival process depends on the variance
of two parameters, the variance of the queue
size and the variance of the packet loss.

The queue size related fluctuation is bounded
by the buffer size: abs(Qt2 − Qt1) ≤ B, where
B is the size of the buffer at the bottleneck link.
The buffer size on the other hand is bounded by
the queuing delay. This is because on a typi-
cal link in today’s internetworks, the maximum
queuing delay is in the range of 0.1 sec, which
gives B < 0.1 ∗ S, where S is the link speed.
Referring back to the counter of Eq. (4), the
queuing related fluctuation is below 0.5% on
the minute timescale, i.e., when dt ≈ 60 s. That
is, the queuing related fluctuation of the arrival
process on large time scale is negligible at bot-
tleneck links with realistic link delays, when the
bottleneck is fully utilized.

According to Eq. (4), the variability of packet
loss is the other factor, which affects the fluc-
tuation the aggregated flow. A p% fluctuation
of the packet loss translates into a 1/(1 − p)%
fluctuation of the arrival process of the aggre-
gated flow, which makes the packet loss domi-
nant compared to the queue related fluctuation
discussed above. With the increase of the aver-
age packet loss rate, the range of possible fluctu-
ation increases. Figure 3 shows that the Hurst
parameter indeed increases with the increase of
packet loss. However, on large timescales this
fluctuation is also very limited. This is because
TCP Reno adjusts its transmission speed ac-
cording to the packet loss rate and such large
timescale fluctuation of packet loss would cre-
ate large timescale fluctuation of the transmis-
sion rate of the TCP flows. The criteria of the
bottleneck link being fully utilized prevents the
large timescale fluctuation of the TCP flows.

To investigate further the properties of fully
utilized bottleneck links, we have randomly se-
lected a group of the single TCP flows cross-
ing the bottleneck link and in a following ex-
periment measured the Hurst parameter of the
aggregate of these selected flows. We run sim-
ulations where we selected 80%, 90% 95% etc.
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Fig. 3 Hurst parameter of aggregated and single TCP
flows at different buffer size (S = 3Mbps, D =
50–100ms).

of the flows crossing the bottleneck link. This
kind of experiment is of interest, because sim-
ilar conditions apply when doing live measure-
ment over the internet. The results are also
shown on Fig. 2.
(B) Figure 2 shows that the Hurst parame-

ter of the aggregate of the selected flows
rapidly increases as we include less and
less flows in the aggregate. When the se-
lected flows make up about less than 70%
of all the flows crossing the bottleneck link,
the Hurst parameter reaches its maximum
showing long-range dependency at every
packet loss level.

Even though the bottleneck link is fully uti-
lized, the aggregate of the selected flows can
fluctuate on both short and long time scales.
This is because while competing with the rest of
the flows at the bottleneck link, the aggregate of
the selected flows can gain or loose bandwidth
against the rest of the flows. The smaller the
selected aggregate compared to the rest of the
flows is, the bigger the variance of these fluctu-
ation become, which may lead to higher Hurst
parameter values, if self-similarity is present.

4.2 Effect of Buffer Size
In this section we focus on three parameters

that influence the effect of queuing. First we
examine the effect of the packet buffer, then
in the next subsections we examine the effect
of the maximum congestion window and finally
the effect of the queuing technique by compar-
ing the effects of FIFO tail-drop queuing and
RED queuing.

Using the network setup of the previous

subsection, Fig. 3 shows the Hurst parameter
curves of the aggregated TCP flows and their
component single TCP flows for the buffer size
range of B = 15–55 packets. All other network
parameters are constant. We can see the fol-
lowing facts from Fig. 3:
(C) The single TCP flow’s Hurst parameter

curves are long-range dependent (H > 0.5)
and identical for all buffer sizes. This indi-
cates that the Hurst parameters of the sin-
gle TCP flows are independent of the buffer
size of the network layer. They solely de-
pend on the packet loss level.

(D)On low packet loss levels the Hurst param-
eter of the aggregated TCP flows show an
increased level. The smaller the buffer, the
higher the Hurst parameter is.

Veres, et al. 5) concluded experimentally, that
the self-similarity of the aggregated TCP flow
increases as B/N decreases, where B stands for
the buffer size of the bottleneck link, and N
stands for the number of TCP flows crossing
the bottleneck. However, according to Fig. 3
the Hurst parameter is related to B only on low
packet loss levels, and related to 1/N only on
high packet loss levels. Note that Fig. 3 depicts
the Hurst parameter as the function of packet
loss rather than the number of TCP flows. The
packet loss and the number of flows are inter-
changeable in this situation, because increases
in the number of flows exhibit proportionate
increases in packet loss at the bottleneck link
router.

In the following, we discuss how the buffer
size affects the Hurst parameter of the aggre-
gated TCP flows at low packet loss levels (i.e.,
Fact D), which was not clarified in Ref. 5) and
Ref. 19). We create a model and later show that
not only the buffer size, but other network layer
parameters like the link speed and delay vari-
ance have similar effects on the Hurst param-
eter of the aggregated TCP flow. Finally we
confirm our results with simulation.

In the previous simulation we have measured
the utilization of the bottleneck link along with
the Hurst parameter of the aggregated flow at
different buffer sizes. Figure 4 shows that the
smaller the buffer size, the lower the utilization
of the bottleneck link is. In the previous sub-
section we have shown that fully utilized bot-
tleneck links have negligible variance on large
timescales and found that such aggregated flows
are short range dependent. Contrary to fully
utilized links, aggregated flows crossing under-
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Fig. 4 Underutilization of the bottleneck link for dif-
ferent buffer size values (Utilization = 100% −
Underutilization).

Fig. 5 Throughput (above) and queue size (below) of
the bottleneck link during synchronization.

utilized links may have strong long-range vari-
ance increasing the Hurst parameter of the flow.
This happens when the utilization of the bot-
tleneck link shows strong long-range variance.
Comparing the corresponding flows on Fig. 3
and Fig. 4 confirms that lower link utilization
leads to higher Hurst parameter of the aggre-
gated flow, that is the underutilization is the
reason for the elevated Hurst parameter of the
aggregated flow at small buffer sizes.

Investigating further the source of the un-
derutilization phenomena, we have found that
it is due to synchronization between the TCP
flows of the aggregate. Figure 5 shows the
throughput rate and the queue size of the bot-
tleneck link during such a synchronization sce-
nario. The small arrows on the top of Fig. 5
mark the time, when a single TCP flow over-
floods the buffer and enters timeout. Since most
of the single TCP flows timeout in a RTT in-
terval of time, there will be very few packets

entering the queue of the bottleneck link be-
tween time t1 and t3. The underutilized period
of the bottleneck link starts at t2, when the
queue gets empty and lasts until t3, when the
first flows recover from timeout and start trans-
mitting again.

According to Fig. 5, underutilized periods ap-
pear in the departure process of the bottleneck
link when

RTO > RTT +
B

S
. (5)

and the length of these underutilized periods is

TOFF ≈ RTO −
(

RTT +
B

S

)
, (6)

where RTT is the longest round-trip time
among the TCP flows crossing the bottleneck,
B is the size of the buffer of the bottleneck,
S is the transmission speed of the bottleneck
link, RTO is the time between the beginning of
the timeout of the first TCP flow and the time
when the first flow starts retransmitting.

With the help of Eq. (6) we now can explain
the effect of the buffer size on the self-similarity
of TCP flows (i.e., Fact D). With the increase
of the buffer size, the B/S ratio of Eq. (6) in-
creases and TOFF decreases, that is, the un-
derutilized periods are getting shorter decreas-
ing the long-range variance of the throughput.
Above a certain buffer size Eq. (5) no longer
holds, the queue is large enough so that it never
empties and the underutilized periods disap-
pear. The buffer size does not only affect the
length of these periods, but also the frequency
of their occurrence. This is because at small
buffer sizes the single TCP flows overflow the
buffer more frequently.

4.3 Effect of Maximum Window Size
In this section we examine the effect of the

maximum congestion window (maxcwnd ) on
the self-similarity of network traffic. Using the
network topology described in Fig. 1 and the
simulation parameters of the previous section,
we measure the Hurst parameter of a fixed num-
ber of flows (N = 7) at different maxcwnd val-
ues. The maxcwnd limitation applies to all
single TCP flows. Figure 6 shows the simula-
tion results.

According to Fig. 6, reducing the maxcwnd
reduces the Hurst parameter of both the single
and aggregated flows. The effect of maxcwnd
can be devided into three qualitatively different
regions based on the packet loss level.

In the range where the packet loss level is at
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Fig. 6 Hurst parameter of the single and aggregated
TCP flows at different maximum congestion
window size.

its maximum (pmax ≈ 1%), the maxcwnd of
the TCP flows is large enough not to impose
any limit on their congestion windows. On this
range, Fig. 6 shows self-similarity because the
TCP flows are synchronized. All simulation
results in the other sections of this paper are
based on this assumption that the TCP flows
do not limit the congestion window of the TCP
flows.

In the range where 0 < p < pmax, the max-
cwnd limits the transmission of some of the
individual flows. These limited flows transmit
with fixed transmission rate set by the max-
cwnd until a packet drop occurs. Packet drops
occur when the momentarily not limited flows
(cwnd < maxcwnd ) overload the buffer. By
lowering the maxcwnd more flows become lim-
ited and less flows compete for the available
bandwidth. This is reflected in the decreasing
packet loss values. In this packet loss range,
the Hurst parameter of both the aggregated
and single TCP flows show decreasing trend,
converging to zero. This is due to the de-
creasing long-range variance of the aggregated
flow. The limited flows transmit with fixed rate
due the limit on their congestion window intro-
ducing no long-range variance. With the de-
crease of the maxcwnd the number of compet-
ing flows that intruduce variance into the aggre-
gate’s throughput rate is decreasing and there-
fore lower the Hurst parameter of the aggregate
flow.

Finally, the zero packet loss p = 0% indicates
that there is no competition between the flows
for the available bandwidth, because the max-

Fig. 7 Hurst parameter of aggregated and single TCP
flows at different buffer size using tail-drop
FIFO and Random Early Detection schemes.

cwnd in each TCP flow is not large enough to
cause congestion at bottleneck link. All single
flows transmit with their congestion windows
open to the maximum. Neither the aggregated
nor the single flows show long range dependence
(H < 0.5) in this range. The Hurst parameters
converge to zero, because the large scale vari-
ance of the flows are zero due to the constant
transmission rate of every single flow. On small
time scales, only a small amount of variance can
be measured, because the TCP senders trans-
mit in a bursty fashion due to the compression
of TCP acknowledgment packets.

4.4 Effect of Queuing Scheme
Our goal in this subsection is to compare

the effects of the RED algorithm on the self-
similarity of network traffic against the drop-
tail queuing mechanism and the other factors
discussed in this paper. RED is in the focus of
interest, because it is also a widely used queu-
ing algorithm in today’s networks. RED is de-
signed to slow down TCP senders to prevent
buffer overflow by randomly dropping packets
from the queue before overflow occurs.

We re-ran the simulation of the previous sub-
section this time using Random Early Detection
(RED) queuing mechanism at the bottleneck
link. Figure 7 shows the simulation results for
RED at two different buffer size values. We can
see the following facts in Fig. 7:
(E) When the buffer is large (B = 45), RED

increases the Hurst parameter of the ag-
gregated flow compared to tail-drop queu-
ing on a wide packet loss range (p > 1%).
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On higher packet loss levels the aggregated
flow may even show small long-range de-
pendence (H > 0.5).

Sikdar, et al. 2) has modeled the single flows
of network traffic as ON-OFF processes, and
shown that the source of self-similarity in the
aggregated traffic is the result of the infinite
variance of the length of these OFF periods.
When RED is used at the bottleneck link, RED
further increases the amount of OFF periods in
the traffic by sending the TCP flows into time-
out instead of activating their congestion avoid-
ance technique. This is because the probabil-
ity that two consecutive packets in the queue
that RED drops belong to a single flow are high
due to the bursty nature of TCP. After loosing
two or more packets in a congestion window of
data, the effected TCP flow will stop transmit-
ting while waiting for its Retransmission Time-
out timer to expire 20). That is, applying RED
at the bottleneck link increases the number of
timeouts of the single TCP flows (OFF times)
which is responsible for the increased Hurst pa-
rameter of the aggregated flow.
(F) When the buffer size is large (B = 45),

RED reduces the Hurst parameter of the
aggregated flow on very low packet loss lev-
els (p < 1%).

There are two opposing mechanisms deter-
mining the self-similarity of the aggregated flow
on low packet loss level. RED increases the
Hurst parameter of the aggregated flow by fre-
quently dropping two or more packets from the
same flow, forcing single flows into timeout.
At the same time RED reduces the aggregated
flow’s Hurst parameter by preventing the syn-
chronization between the single flows. Accord-
ing to Fig. 7 the dominant effect is the synchro-
nization, therefore the cancellation of synchro-
nization overweights the effect of timeouts and
makes RED reduce the Hurst parameter.

When the buffer is small (B = 15), RED
doesn’t influence the Hurst parameter of the
aggregated flow, because RED forces the singe
flows into timeout with much lower probability.
This is because the single flows can send only
smaller bursts to the queue due to the small
buffer size (B = 15) and the high number of
flows. With smaller bursts in the queue, RED
is less likely to drop two or more packets from
the same flow. Also, in such environment RED
often can not prevent the queue from saturating
and drops packets in a drop tail fashion reduc-
ing its impact compared to tail-drop queuing.

In this section we have seen that RED has
different effect on the self-similarity of network
traffic according to the size of the packet buffer.
On links with large buffers, RED mostly in-
creases the self-similarity of traffic. Sikdar, et
al. 2) has proposed some modifications to RED
and shown that the modified RED algorithm
can in fact reduce the self-similarity of network
traffic.

4.5 Effect of Routing Scheme
To examine the effect of routing on the self-

similarity of network traffic, we generalized our
simple bottleneck network model decribed in
Fig. 1. After crossing the bottleneck link, the
single flows take different paths to their desti-
nations through the IP network cloud as shown
in Fig. 8.

When a link failure, metric change etc. oc-
curs in the network cloud, traffic is temporar-
ily disrupted while the routing protocol con-
verges. In our discussion, we ignore the tempo-
rary effects of routing, because self-similarity is
a long range property of traffic while in stable
networks routing events are infrequent. Also,
modern routing protocols and traffic engineer-
ing techniques tend to minimize converge time.

After the convergence, some of the flows that
cross the bottleneck link will take new paths
towards their destinations through the network
cloud. The impact on the bottleneck link de-
pends on how far the routing event occurs in the
network from the bottleneck link. The closer it
happens, routing affects more of the flows that
cross the bottleneck link.

The TCP senders of the affected flows will
experience different RTTs along the new paths
and will adjust their transmission speed ac-
cordingly. This change of RTT is due to the
different propagation delay and queuing delays
along the new paths. We evaluate the impact
of the propagation and queuing delays on the

Fig. 8 Bottleneck link topology with network cloud.
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Fig. 9 Hurst parameter of aggregated and single
TCP flows at different link delays.

self-similarity of network traffic in two steps.
First, to understand the effect of propagation

delay, we ran simulations using the bottleneck
topology shown on Fig. 1 with different bottle-
neck link propagation delay values. By chang-
ing the delay value of the bottleneck link shown
on Fig. 1, we model that a routing event in the
network cloud shown on Fig. 8 changes the RTT
of some of the single flows that cross the bot-
tleneck link. The flows originally had a propa-
gation delay uniformly distributed between 50–
100ms using the feeder links as described in
Sect.3, therefore changing the propagation de-
lay of the bottleneck link can be interpreted as
changing the propagation delay of some of the
flows while leaving the rest unchanged.

Figure 9 shows the simulation results for dif-
ferent link delay values.
(G)The link delay has very small impact on

the Hurst parameter of the aggregated flow
on low packet loss level. In this range, in-
creasing the link delay increases, while de-
creasing the link delay decreases the Hurst
parameter of the aggregated flow.

The analyzis of the trace of the aggregated
flow showed that decreasing the link delay does
not or very slightly makes the TOFF underuti-
lized periods shorter. To explain this finding
we refer again to Eq.(6). According to Ref. 19)
RTO is calculated as

RTO = sRTT + 4sD, (7)
where sRTT is the smoothed RTT and D is the
smoothed mean deviation. Substituting Eq. (7)
into Eq. (6)

Fig. 10 Hurst parameter of aggregated and single
TCP flows at different link delay variance lev-
els.

TOFF ≈ sRTT + 4sD −
(

RTT +
B

S

)
,

(8)

shows that the change of link delay value has
no or very small effect on the length of the the
TOFF underutilized periods assuming that RTT
≈ sRTT.

After evaluating the effect of propagation de-
lay, we focus on the variance of RTT introduced
by the queuing along the new path. To model
the effect of RTT variance along the new path,
we have changed the link delay value of the
bottleneck link every dt = 500 ms during sim-
ulation with a variance of V = 100 while the
mean link delay remained D = 50 ms in the net-
work topology described in Fig. 1. Figure 10
compares the simulation results with the con-
stant link delay results taken from Fig. 3, where
B = 45.
(H)The variance of RTT modifies the Hurst

parameter of the aggregated flow on low
packet loss level. In this range, higher
variance of RTT leads to higher value of
the Hurst parameter. As shown in Fig. 10,
previously non self-similar (H < 0.5) may
show long-range dependence (H > 0.5) as
a result of change in the fluctuation of RTT
values.

To explain this finding we refer again to
Eq.(8). Equation 8 shows that the variance of
RTT affects the self-similarity of the aggregated
TCP flow through the 4sD product, where sD
is the smoothed deviation of the RTT. An in-
crease of the RTT variance increases the length
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Fig. 11 Hurst parameter of aggregated and single
TCP flows at different link speeds.

of the TOFF underutilized periods, which in-
creases the Hurst parameter of the aggregated
flow.

Finally, we examine the effect of direct bottle-
neck link failures on the self-similarity of net-
work traffic. When the bottleneck itself fails,
the router usually reroutes the traffic through
another of its links. The new link may have dif-
ferent buffer size, delay, speed and background
traffic compared to the failed link. In the previ-
ous subsections we have already discussed the
effect of these parameters except the effect of
the link speed. In the following we verify the
effects of link speed.

Equation (6) shows that the transmission
speed of the bottleneck link affects the self-
similarity of the aggregated TCP flow through
the B/S ratio. Increasing the link speed de-
creases the B/S ratio making the underutilized
periods (TOFF ) longer. Figure 11 shows the
Hurst parameter curves for various link speeds
values. In Fig. 11 we can see that slowing down
the transmission speed reduces the Hurst pa-
rameter of the aggregated TCP flows while all
other parameters are constant. Eventually the
increased level of Hurst parameter completely
disappears.

Summarizing our findings, routing may in-
crease or decrease the self-similarity of aggre-
gated network traffic at a bottleneck in the net-
work when a large portion of the flows cross-
ing the bottleneck link is rerouted to routes
with higher or lower variance of delay. How-
ever, the absolute value of the delay along the
new path has very small or no impact on the
self-similarity of aggregated traffic.

Fig. 12 Bottleneck link with web traffic and long
greedy TCP flows.

5. Interaction between the Applica-
tion, Transport and Network Lay-
ers

In this last section, we compare the effects of
all 3 layers, the application, transport and net-
work layers on the self-similarity of aggregated
traffic.

The effect of the application layer depends
on the applications that generate data into the
networks. First, we discuss the effect of applica-
tions that use the UDP transport protocol and
then we focus on the most popular TCP based
applications i.e., web traffic and greedy appli-
cation. Our goal is to identify how and when
the self-similarity of the application layer dom-
inates the self-similarity of aggregated network
traffic.

5.1 Effect of UDP Applications
Packet loss does not affect the throughput

of UDP connections because the UDP trans-
port protocol has no built-in congestion con-
trol techniques. Therefore, when measuring the
self-similarity of UDP flows, we directly mea-
sure the self-similarity of the data source at the
application layer. That is, when the transport
layer is UDP, the self-similarity of the applica-
tion layer is dominant.

The self-similarity of popular UDP applica-
tions like streaming voice and video have been
discussed in previous publications 15),16),21).

5.2 Effect of TCP Applications
To measure the self-similarity of TCP based

applications, we have modified the bottleneck
link topology used in the previous sections. A
subset of the source-destination pairs act as web
traffic clients and servers as shown in Fig. 12.
We conduct simulations with two kinds of web
traffic, one which shows strong long range de-
pendence, and one which does not. The web
traffic with strong long range dependence was
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Table 3 Parameters and assumptions for simulation.

Number of web flows 100
Number of greedy flows 0–70
Link delay 50–100ms
Link speed 3 Mbps
Buffer size 55 packets
Packet size 1 kbytes
Queuing FIFO

generated in the following manner. Each web
traffic session consists of the download of a
single page, where the inter-page request time
is assumed to be heavy tailed Pareto distri-
bution with average 30 s and shape parameter
α = 1.25. Each page consists of a single file
where its size also based on a Pareto distribu-
tion, with average 50 KB and shape parame-
ter α = 1.25. When the web source is on, it
generates data with 4 Mbps rate. When aggre-
gating such web sessions, the aggregated traffic
will exhibit long-range dependence. The non
self-similar web traffic has the same parame-
ters except that the inter-page request time and
file size follows exponential distribution. It has
been shown that the aggregated flow of expo-
nentially distributed web sessions do not exhibit
long-range dependence.

The rest of the flows correspond to long
greedy TCP flows, which are present during the
entire simulation. In each simulation, the num-
ber of web traffic flows are constant, and we
increase the number of long ftp flows crossing
the bottleneck link causing different levels of
congestion as described in Table 3. We mea-
sure the Hurst parameter of the arrival process
of the aggregated flow as shown on Fig. 12.

Figures 13 and 14 shows the Hurst param-
eter and the packet loss of the aggregated flow
at the bottleneck link when the web traffic con-
sists of flows based on Pareto and exponential
distributions respectively. We can see the fol-
lowing facts from Figs. 13 and 14:
(I) Superimposed ON/OFF processes based on

exponential distribution are known to show
no long range dependency (H = 0.5),
however in our simulation the exponential
distribution based web traffic shows long
range dependency (H > 0.5) even when no
greedy flow is present (H = 0.62).

This is because the transmission process dis-
torts the original exponential ON/OFF dis-
tribution of the data sources. By reducing
the variance of each data source on small
timescales, but leaving their large timescale
variance unchanged, the arrival process at the

Fig. 13 Hurst parameter and packet loss of the aggre-
gated flow when the web traffic is exponential
distribution based.

Fig. 14 Hurst parameter and packet loss of the ag-
gregated flow when the web traffic is Pareto
distribution based.

bottleneck link shows H > 0.5. The network
reduces the variance on small timescales, be-
cause it can not transmit the packets of the
data sources as fast as the data sources gen-
erate them. This is especially true when mul-
tiple sources happen to transmit at the same
time. In these cases a queue builds up at the
bottleneck link, which slows down the transmis-
sion rate of all active flows, which transform the
short intense burst of the data sources into a
longer less intense burst of the arrival process
at the bottleneck link effectively reducing the
variance of web traffic on small timescales.

The web-traffic passes through bottleneck
links without much change in their large-scale
properties regardless of the traffic conditions at
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the bottleneck link. When the bottleneck link
is congested, the transfer of each session takes
longer compared to the non-congested bottle-
neck link as discussed above, however it does
not effect the transmitted data volume of the
session and this way the large-scale variance of
the aggregated flow.
(J) The aggregated flow shows long range de-

pendence only on low packet loss levels. On
this range, the aggregated flow that con-
tains the Pareto based web traffic shows
higher Hurst parameter than the aggregate
with exponential based web traffic.

When there are no long greedy TCP flows
present, the web traffic utilizes about half of
the bandwidth of the bottleneck link and there-
fore the aggregated flow reflects the Hurst pa-
rameter of the web traffic. On low packet loss
level, the bottleneck link is not fully utilized,
because there are only a few long TCP flows
that can not keep up with the fluctuation of
the web traffic and can not completely fulfill
the link. On this packet loss range, the effect
of the web traffic is dominant on the Hurst pa-
rameter of the aggregated flow. As the num-
ber of long TCP flows increase, the long greedy
TCP flows can increase their throughput more
dynamically utilizing the available bandwidth
more efficiently. As discussed in the previous
section, the arrival process on a fully utilized
bottleneck link has negligible variance on large
timescales, which leads to the short-range de-
pendence of the aggregated flow on this packet
loss range (H < 0.5).

To further investigate this issue we have also
measured the Hurst parameter of both the web
traffic and the long greedy TCP flows sepa-
rately at the bottleneck link in the previous ex-
periment as shown in Fig. 12. Figure 15 shows
the Hurst parameter of the web traffic and the
long TCP flows when the web traffic sources are
exponential, and Fig. 16 shows when the web
traffic is Pareto distribution based. We can see
the following fact from Figs. 15 and 16:
(K)The aggregate of the web traffic and the ag-

gregate of the long TCP flows shows long-
range dependency on the whole packet loss
range and their Hurst parameter curves run
close to each other.

The long range dependency of the web traffic
on the entire packet loss range is the result of
the fact that the congestion at the bottleneck
link does not affect the variance of the traffic
at large timescales and decreases it on small

Fig. 15 Hurst parameter and packet loss of the ag-
gregates of the web traffic flows and the long
greedy TCP flows when the web traffic is ex-
ponential distribution based.

Fig. 16 Hurst parameter and packet loss of the ag-
gregates of the web traffic flows and the long
greedy TCP flows when the web traffic is
Pareto distribution based.

timescales as discussed in Fact I.
The long range dependency of the long greedy

TCP flows on the entire packet loss range is
the result of the web traffic. Veres, et al. 9)

has shown that the long greedy TCP traffic can
be modeled as a linear system and therefore it
adapts to the fluctuation of background traffic
above a certain frequency. In our simulation,
the long greedy TCP flows adapt to the fluctu-
ation of the web traffic and as a result reveal
a degree of similarity close to that of the web
traffic.

6. Conclusions

Through experiments, we have isolated and
compared effects of the application, transport



Vol. 46 No. 12 On the Contribution of the Application, Transport and Network Layers 3121

and network layers on the self-similarity of ag-
gregated TCP flows in different environments.

In lightly congested networks, the network
layer is dominant when no web traffic is present.
The fully utilized bottleneck link severely limits
the fluctuation of the aggregated flow on large
timescales, which leads to the short-range de-
pendency of the aggregated flow. When syn-
chronization occur, the bottleneck link gets
underutilized, which allows long-range depen-
dency to surface raising the Hurst parameter of
the aggregated flow.

Most networks carry not only greedy but web
and UDP based traffic as well. When these net-
work run on low packet loss level, the dominant
factor lies in the application layer and above,
which include file size distribution and human
factors like response time. Unfortunately, these
factors can not be easily changed. When the
web traffic or UDP traffic has high degree of
self-similarity, the aggregated flow will show
high degree of self-similarity as well.

The transport layer however can be influ-
enced with different queuing techniques. Ap-
plying RED at the bottleneck link has positive
effect as long as the traffic responds to RED and
RED can keep the packet loss level low. Sikdar,
et al. 2) proposed some improvements to lower
the negative impact of RED on higher packet
loss levels.

The network layer is also readily changeable.
Avoiding too small receiving buffers at routers
and up-sizing buffer memory when faster links
are installed may also help to decelerate the
self-similarity of the traffic at the bottleneck
link by avoiding potential synchronization to
occur.

In heavily congested networks, the aggre-
gated flow shows no long-range dependence, be-
cause the fully utilized bottleneck link prevents
fluctuation on large timescales both in the pres-
ence and absence of web traffic. While the ag-
gregated flow shows no long range dependence
or it is short-range dependent, smaller aggre-
gates formed out of the single web and long
greedy flows of the aggregated flow can still
show strong long-range dependency.
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