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IP Multicast network deployment is still lagging far behind the Internet. Meanwhile, satel-
lite links have been considered as the links that can deliver multicast traffic efficiently because
of their broadcast nature. This paper analyzes the deployment of global multicast networks
using satellite unidirectional links assuming that the Internet’s backbone networks become the
UDL feeds, and regional and stub networks become the receivers. The main objective is to
understand how and how much satellite unidirectional links benefit the deployment of global
multicast networks. We simulate deployment scenarios on several instances of the Internet
topology taken from the RouteViews BGP routing table snapshots, where each scenario con-
sists of UDL feeds and receivers placement strategies. The performance of each deployment
scenario is measured using the multicast link count, cumulative multicast out-degree, and the
expected number of downstreams per UDL receiver. Our simulations demonstrate that such
a deployment gives an advantage over deployment using the existing links on the Internet.

1. Introduction

IP Multicast networks have been researched
for many years, however the network scale is
still far from that of the Internet. Diot, et
al. 1) argue that the reason behind the slow de-
ployment of IP multicast network is the current
service model and architecture do not provide
many features required for a robust commer-
cial implementation of multicast. Even though
IP multicast has several problems, we have
seen developments in network deployment with
the evolution of multicast networks from flat
networks, MBONE, to inter-domain networks,
and Internet2 2). On the multicast infrastruc-
ture, Rajvaida and Almeroth 3) find that the
infrastructure is slowly but steadily shrinking
in terms of the number of advertised addresses;
however, the stability of infrastructure that re-
mains is much improved.

Satellite links have long been considered as
potential links for delivering multicast traffic
because a satellite link has a broadcast na-
ture and covers a large geographic area. How-
ever, satellite links are associated with high cost
and long delay problems. The development of
Link Layer Tunnelling Mechanism (LLTM) 4)

increases the potential of satellite links further
by enabling the use of such links as unidirec-
tional links (UDL), instead of point-to-point
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links. Using satellite links as unidirectional
links not only takes advantage of the broadcast
nature of the links but also reduces per-node-
costs since the links are shared by many receiv-
ing nodes. Meanwhile, the long delay property
of satellite links may limit the links use to the
applications that are not sensitive to delay, such
as multicast file transfer and audio-video multi-
casting. Global multicast networks using satel-
lite links suit these applications since they are
likely to have a small number of —— or even a
single —— multicast sources and a large num-
ber of receivers.

A scenario for using satellite unidirectional
links for Internet-wide IP multicast network de-
ployment is to use the links as inter-domain
multicast links. For example: the Internet’s
backbone networks setup satellite UDL feeds
and their customers (regional or stub ISPs)
place receivers at their networks to receive mul-
ticast traffic sent via the satellite links. In this
scenario, satellite unidirectional links provide
shortcuts from multicast sources to receivers,
bypassing many terrestrial links and routers in-
between. Thus, this scenario creates less multi-
cast states in routers compared to the original
network, and therefore preferable.

The above scenario seems to be promising
for Internet-wide IP multicast network deploy-
ment, given the possibility of bypassing many
terrestrial links between multicast sources and
receivers. But how does, and how much,
adding satellite unidirectional links to the In-
ternet give better multicast networks compared
to the original one? How would global mul-
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ticast trees change with the addition of satel-
lite unidirectional links? If an Internet Ser-
vice Provider (ISP) serves as a UDL feed, how
many downstreams it can expect? These are
among the questions surrounding the deploy-
ment of Internet-wide IP multicast networks us-
ing satellite unidirectional links.

This research tries to answer these questions
by simulating several scenarios of satellite uni-
directional links deployment for Internet-wide
multicast network. We first select a set of ASes
for UDL feeds by considering their network con-
nectivity and also their international links, then
we select UDL receivers based on their network
and geographical distances from the feeds. In
our simulations, we create synthetic multicast
trees on real Internet topology instances. We
then introduce satellite unidirectional links to
the topologies and compare the resulting mul-
ticast trees of each scenarios. We use three
metrics to evaluate the benefits: multicast link
count, cumulative multicast out-degree, and ex-
pected number of downstreams per UDL re-
ceiver.

Our study using simulations demonstrates
that deploying global multicast networks using
satellite unidirectional links benefits the Inter-
net in terms of reducing the number of routers
that will need to maintain multicast states,
compared to deploying multicast networks us-
ing the existing links. Furthermore, who would
experience the reduction and how much the re-
duction would depend on the UDL feeds and
receivers placement strategies.

This paper is organized as follows. Section 2
briefly mentions related work in the Internet
topology and multicast trees. Section 3 shows
our approach to determine feeds and receivers
of satellite unidirectional links for Internet-wide
multicast networks. Section 4 describes our
simulation setup and the performance metrics.
Section 5 and Section 6 presents the simulation
results. Section 7 concludes this paper.

2. Related Work

There are several work that study the usage
of satellite links as multicast path. Almeroth 5)

study the usage of satellite links for The Multi-
cast Backbone (MBone) and showed that satel-
lite links provide lower packet loss compared to
terrestrial links. Filali 6),7) describe the issues
of IP multicast service over satellite-terrestrial
hybrid networks and explores how to plan such
networks for multicast service by minimizing

the mean cost of multicast trees.
Research in the topology of the Internet 8)∼10)

in recent years provide the research commu-
nity with the understanding on how the In-
ternet looks like. Dolev and Mokryin 11) use
the results of these research to create syn-
thetic multicast trees and develop the Fast Al-
gorithm that estimates the number of multicast
receivers based on the findings from generated
multicast trees.

Chuang and Sirbu 12) conclude via simula-
tions that the average number of multicast path
L to reach n nodes where the unicast path
is U is L/U = Θ(n0.8). Adjih, et al. 13) an-
alyze multicast tree topologies and conclude
that the power-law property of multicast tree is
likely to hold in real network topologies, even
though it is very difficult to infer the validity
using the methods in Ref. 12). Chalmers and
Almeroth 14),15) use a metric to measure multi-
cast efficiency using multicast and unicast hop
counts introduced in Ref. 16), which is defined
as δ = 1 − Lm/Lu, where Lm is the total num-
ber of multicast links in the distribution tree
and Lu is the sum of all unicast hops. δ repre-
sents the percentage gain in multicast efficiency
over unicast.

3. IP Multicast Network Deployment
using Satellite UDLs

One of the reasons behind the slow deploy-
ment of Internet-wide IP multicast network is
the management cost 1), including router states.
Satellite links can provide shortcuts from mul-
ticast sources to receivers, thus removing mul-
ticast states in some middle routers on the ter-
restrial links. With the broadcast nature and
wide-area coverage of satellite links, satellite
links are thought to be a viable solution to serve
as the backbones of the global IP multicast net-
work.

From this perspective, it is preferable to lo-
cate satellite UDL feeds as close as possible
to the multicast sources. Placing as many re-
ceivers as possible under each link is also prefer-
able, because multicast traffic does not traverse
many terrestrial routers. At one extreme, if
feeds are to be placed in every networks with
possible multicast sources, then we would have
many feeds with huge cost implications because
a satellite transmission station is considerably
expensive. On the other hand, a large num-
ber of receivers on a satellite UDL may lead to
scalability issues. Both these situations would
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Fig. 1 Internet-wide IP multicast network with
satellite UDLs.

limit the number of feasible satellite unidirec-
tional links and the scale of the links. Therefore
with these limitations, this research opts to ex-
plore multicast efficiency with small number of
feeds to deploy an Internet-wide IP multicast
network using satellite UDLs.

A plausible deployment scenario is the Inter-
net’s backbone networks serve as satellite UDL
feeds, and regional and stub networks becomes
the UDL receivers, where the terms of back-
bone, regional, and stub networks are according
to Govindan and Reddy 17). In this scenario,
backbone networks also have their inter-domain
terrestrial links multicast-enabled, while terres-
trial links between receiver networks may, or
may not, be multicast-enabled. Figure 1 is an
illustration of this deployment scenario. ASa
and ASb are backbone ASes, and they have
satellite UDL feeds. ASes with UDL receivers
forward multicast traffic from ASa and ASb to
their terrestrial links to reach receivers, includ-
ing those in ASj and ASk.

In this section we discuss the above scenario
to deploy such network by looking at the Inter-
net topology, and selecting ASes for UDL feeds
and receivers. We use the Internet topology
data from BGP routing table snapshots pro-
vided by RouteViews ☆, taking six instances of
the routing table snapshots, which are the ones
in November 2001, in May and November of
2002, 2003, and also in May 2004.

3.1 Unidirectional Link Feeds
We first investigate UDL feeds candidates for

satellite unidirectional link deployment by ex-
amining the backbone networks of the Inter-
net. Backbone networks are defined by Ref. 17)
based on network vertex degrees. These net-
works have very high number of degrees com-
pared to the average, as shown by the skewed

☆ http://www.routeviews.org/

distribution of the Internet topology 8),9), and
are located at the center of the Internet. But a
high vertex-degree network does not automat-
ically constitute an Internet core network 18),
therefore a high-vertex degree network must be
confirmed whether it is an Internet core net-
work.

We start our examination of UDL feed
candidates using the Internet’s dense core.
Subramanian, et al. 18) define the dense core as
the largest subset of ASes where every node in
a directed graph of N ASes has an in-degree
and out-degree of at least N/2. Looking at the
Internet from many points is necessary to get
the directed graph of the Internet and to find
its dense core. However, we do not use multi-
ple vantage points to view the Internet topol-
ogy, thus we relax the requirement of dense
core from a directed graph into an undirected
graph. We define the undirected dense core
as the largest subset of ASes where everynode
in an undirected graph of N ASes has a de-
gree of at least N/2. Details on the algorithm
to find undirected dense follows directly from
Ref. 18) with the graph requirement relaxed
into an undirected one.

We map ASes into their geographic locations
in the country name granularity using the In-
ternet Registries’ WHOIS 19) database, and we
check the undirected dense core againts the
database. The reasons to use geographic loca-
tions are: 1. satellites have limited footprints;
and 2. intuitively, geographic distance plays a
part in a decision to connect two networks using
a satellite link. An AS may span several coun-
tries, especially for transit ASes, thus mapping
the geographic location of an AS in the gran-
ularity of country is still coarse and prone to
errors. With these situations, we assume that
the central location of an AS is in the country
name of the AS that is registered to the Inter-
net Registries database, and that would be the
geographic location of the satellite UDL feeds
or receivers.

In our mapping we notice that there are ASes
in the undirected dense core that do not have in-
ternational or inter-regional link. On the other
hand, there are ASes that are not in the undi-
rected dense core but they have such links. For
example AS702 and AS703, which belong to
UUNet, are connected to AS701 to reach other
dense core ASes but both ASes have many in-
ternational links. We also examine the ASes in
undirected dense core and all other ASes down
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Table 1 Undirected dense core and international backbone ASes.

BGP num. of size of undir. num of intl. undir. dense core lowest
instance AS dense core backbone in intl. backbone degree-rank

Nov. 2001 12312 21 24 14 52
May 2002 13298 22 37 18 136
Nov. 2002 14335 23 26 18 61
May 2003 15424 25 29 16 69
Nov. 2003 16413 29 53 25 124
May 2004 17579 31 50 26 117

to the lowest degree-rank AS in the core that is
only one hop away from the undirected dense
core to find whether these ASes provide na-
tional or inter-regional transit.

The definition of backbone network in
Ref. 17) in terms of international or inter-
regional connectivity is very loose, for exam-
ple: can a high degree AS with just one inter-
national or inter-regional customer be classified
as an international backbone? We use the fol-
lowing approach to identify whether an AS is an
international backbone network. First, we set
the AS in question as the root AS of a graph
and then we list the neighbors of the root AS
whose degree is lower than the lowest degree
AS in undirected dense core, and mark them as
first-hop ASes. For every first-hop AS, we list
its neighbors whose degree is not larger than it-
self and mark them as second-hop ASes. We
then compare the geographic location of the
root AS with every first-hop and second-hop
ASes, whether they are located in the same
country or not. If we see a significant num-
ber of ASes that are not in the same country as
the root AS, and the number increases in the
second-hop ASes, then we define the root AS
as an international backbone AS. Defining sig-
nificant is indeed difficult, but for our purpose
we define that the minimum number of both
international and inter-regional link is 3. We
understand that this definition does not draw a
strict line to distinguish international backbone
ASes, but we believe that it provides a better
definition compared to Ref. 17).

Table 1 summarizes the undirected dense
core and international backbones that fit into
our definition. We will use these two sets of
ASes for the UDL feeds in our simulations.

3.2 Unidirectional Link Receivers
After assessing the candidate ASes for UDL

feeds, we now turn to the candidates for UDL
receivers. A satellite link generally covers a
large geographic area, and all Autonomous Sys-
tems having a Point of Presence (POP) within
the footprint of the satellite link can be con-

nected each other using the link. But intu-
itively, ASes within the footprint are not likely
to be connected using the satellite link when a
terrestrial link is easy to deploy and will pro-
vide a better connectivity. We model the deci-
sion of an AS to become a UDL receiver using a
probability value based on the geographic and
network distances of the AS from the UDL feed.

We generate synthetic UDL receivers using
the same traversal method as in the previ-
ous subsection when we identified international
backbones. Our assumptions are an AS may
only be a UDL feed or a receiver, and when an
AS is a receiver, it has only a single UDL re-
ceiver. The ASes found during the traversal are
likely to be the customers of the root AS 20),
the customers of these customers, and so on.
Traversals from different feeds may coincide a
same AS. In this research, when an AS is tra-
versed more than once, the AS randomly picks
its feed among the traversing root ASes.

The traversed ASes form UDL receiver can-
didates, and each AS has a probability to be-
come a receiver based on its geographic and
network distances from its feed. We denote
the probability of an AS to become a UDL
receiver using a matrix of probabilities where
the row and columns are the network and geo-
graphic distances from feed, respectively. Each
entry in the matrix represents the probability
of an AS of a certain network and geographic
distance from the feed to become a UDL re-
ceiver. We classify geographic distances into
three classes: same country, different country
but same region, and different region; where re-
gions in our research are Asia, Oceania, North
America, South America, Europe, Africa, and
Middle-East. The purpose of this geographic
distance classification is to model that the prob-
ability of an AS to become a UDL receiver of
a feed also depends on how far is the distance
between the AS and the feed. We limit the
network distance of UDL receivers to three AS
hops from the feed because we find that almost
all of the networks can be reached within three
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ROW2 =

(
0 0 0
1 1 1
0 0 0

)
COL2-3 =

(
0 1 1
0 1 1
0 1 1

)

Fig. 2 Two of basic scenarios for generating UDL
receivers.

AS hops, therefore each scenario is a 3× 3 ma-
trix.

Our basic UDL receiver generation scenar-
ios are matrices whose entries are either 1 or
0. These scenarios represent the most num-
ber of receivers for each distance type. We
use ROWx, 1 ≤ x ≤ 3 to denote a basic sce-
nario where the UDL receivers are located in
x AS-hop distance from the UDL feed, Mean-
while, COLy, 1 ≤ y ≤ 3 is to denote a sce-
nario where the UDL receivers are located in
the same country (y = 1), or in a different coun-
try but within the same region (y = 2), or in
another region (y = 3). Figure 2 shows two
basic scenario matrices that represent the sce-
narios where the UDL receivers are the ASes
whose network distance is two hops from the
feed (ROW2), and ASes that are located in dif-
ferent country but in one region, or located in
different region (COL2-3).

4. Simulations and Metrics

We simulate our UDL receiver generating sce-
narios against synthetic multicast trees on the
Internet topologies derived from the BGP rout-
ing snapshots of Routeviews. The multicast
receivers are randomly placed on the network
and the number of multicast receivers are up to
1000. We use two classes of multicast source:
( 1 ) the root AS has a higher vertex degree

than the minimum vertex degree of in-
ternational backbone networks;

( 2 ) root AS has a vertex degree less than the
type 1.

Multicast sources are also randomly selected
from each class.

We first simulate several basic scenarios to
know the results if all of the UDL receiver can-
didates in a scenario are willing to become UDL
receivers. After generating synthetic multicast
trees, we add satellite unidirectional links to the
underlying network and modify the trees. For
each multicast receiver, we traverse the path
from the receiver up to the root of the tree, and
if we find an AS that is a UDL receiver, the rest
of the path to multicast source is replaced by
the UDL feed and the subsequent ASes upto
the multicast source. Figure 3 illustrates a

Fig. 3 Multicast path between S and C is modified
by a unidirectional link.

unidirectional link, where F is the feed and R
is a receiver, that modifies the multicast path
between multicast source S and receiver C.

The assumptions used in our simulations are:
( 1 ) All ASes in the network are multicast-

enabled using inter-domain multicast
routing protocols.

( 2 ) Multicast trees are rooted at the multi-
cast source.

( 3 ) Only a single multicast receiver exists
within an AS.

( 4 ) Multicast routing sets the unidirectional
links with the lowest routing cost, hence
UDLs are always preferred even though
the resulted paths may not be the short-
est ones at the AS level.

We also simulate scenarios where not all of
the UDL receiver candidates are willing to be-
come UDL receivers. The simulations for each
data-set in this research are using 144 combina-
tions of randomly selected unidirectional links
(feed and receivers) and multicast trees.

We explore the performance of each scenario
using these metrics: multicast link reduction,
cumulative multicast out-degree, and expected
number of downstreams per unidirectional link.
The multicast link count of a multicast tree
is the total number of links in the tree. De-
ploying satellite unidirectional links will change
the multicast link count of multicast trees. In
counting the multicast link we assume that each
inter-domain link is a point-to-point link, ex-
cept for an unidirectional link. For example,
the multicast link count of links between AS A
and its two customers B and C is 2. Mean-
while, if a unidirectional link exists where A is
the feed while B and C are the receivers, then
the link count is 1.

A multicast link count demonstrates the total
links in a global multicast tree, but this met-
ric does not show which ASes have the links,
thus keep the multicast states for the tree. To
know which ASes have the links, we introduce
a notion of multicast out-degree distributions
on a network, which we call cumulative multi-
cast out-degree. Let us define the multicast out-



3102 IPSJ Journal Dec. 2005

(a) (b)

Fig. 4 Multicast tree and its R(k).

degree of a node as the number of outgoing links
of the node in a multicast tree. The multicast
out-degree hence implies how many copies of
multicast packet a node has to send. The cumu-
lative multicast out-degree R(k) is the sum of
the multicast out-degree of nodes whose degree-
rank is less than or equal to k. That is

R(k) =
k∑

i=1

mi

where mi is the number of multicast out-degree
of a node whose degree-rank is i. Figure 4 il-
lustrates a multicast tree and its R(k). Suppose
there is a multicast tree whose source is N5, and
N3 and N4 are the receivers. The degree-rank
of Ni is di, and di < di+1. The R(k) graph of
this tree is shown in Fig. 4 (b).

In our research, a node in R(k) represents an
Autonomous System on the Internet. R(k) can
capture the distribution of multicast out-degree
in backbone networks, regional, and stub net-
works because of the power-law property of the
Internet as AS level. Considering that the UDL
feeds in our research are ASes whose degree-
rank is low, R(k) of global multicast trees for
low k will be reduced by satellite unidirectional
links deployment. The reduction of multicast
out-degree in high degree-rank ASes is more
important than in feeds because it shows that
non-feed ASes enjoy the advantages of the de-
ployment. We use this metric to measure a de-
ployment scenario by comparing the cumulative
states in the feeds with the rest of the network.

A satellite unidirectional link is a broadcast
link, thus if the link only has a single down-
stream, it means that the link is not utilized ef-
ficiently. The number of expected downstreams
per UDL receivers is also a metric for deploy-
ment scenarios in our research. We can expect
three factors will determine the expected num-
ber of downstreams of a satellite unidirectional
link: 1. the location of UDL receivers relative
to the feed and to stub networks, 2. the num-
ber of UDL receivers, and 3. the number and

affinity of multicast receivers.

5. Multicast Link and Out-degree Re-
ductions

In this section we present the simulation re-
sults in terms of multicast link and cumulative
multicast out-degree reduction. We start with
the results of basic scenarios and then give the
results in the cases where not all candidate UDL
receivers will become receivers.

5.1 Basic Scenarios
Figures 5, 6, 7 show the results of deploying

satellite unidirectional links on the May 2004
instance of RouteViews. Figure 5 shows the
average multicast link count of multicast trees
whose source is in a low vertex degree AS. The
feeds of these satellite unidirectional links are in
the international backbone. The results for sim-
ulations using undirected dense core feeds are
displayed in Fig. 6. Figure 7 depicts the results
of multicast trees whose source is in a high ver-
tex degree AS. Figure 7 (a) is for international
backbone feeds, and Fig. 7 (b) is for undirected
dense core feeds. The horizontal axis of these
figures is the number of multicast receivers, and
vertical axis is the average number of multicast
links in the synthesized tree.

We can see that the results with sources in
high vertex degree ASes are better than those
with sources in low vertex degree ASes because
the former are closer to the core of the In-
ternet. Comparing scenarios ROW1, ROW2,
and ROW3, i.e., scenarios with different net-
work distances, we find that ROW2 gives bet-
ter multicast link count reduction among the
three scenarios. The reason for better reduction
by ROW2 is because the UDL receivers in this
scenario are closer to the core of the Internet
than those of ROW3, therefore the probabil-
ity of a UDL receiver to have a downstream is
higher than the UDL receivers in ROW3, that
are mostly stub networks. Scenario ROW1,
which is the closest one to the core, does not
give a better result than ROW2 because some
of the multicast paths are already joined before
reaching ASes in ROW1. This situation also
explains why ROW2-3 better reduces multicast
link count compared to ROW1-2.

Scenario COL2 (UDL receivers are in the
same region but different countries) is the worst
performer of all scenarios in our simulations,
and the multicast link reduction of undirected
dense core feeds is worse than that of the inter-
national backbone feeds. On the other hand,
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Fig. 5 Multicast link count for international backbone
feeds (source in low vertex degree AS).

 
 

Fig. 6 Multicast link count for undirected dense core
feeds (source in low vertex degree AS).

 
 

 
 

(a) (b)

Fig. 7 Multicast link count for trees whose source in
high vertex degree AS.

COL3 gives better results for undirected dense
core feeds compared to the results for interna-
tional backbone feeds. These results are the re-
flections of the feed’s geographic locations. The
number of ASes in the undirected dense core
feeds that is not located in North America is 11
(Europe 9, Asia 2). This number in the inter-
national backbone feeds is 26 (Europe 19, Asia
6, Oceania 1). The proportion of these feeds
contributes to the difference of the results be-
tween COL2 and COL3. The results from the
Routeviews instance in May 2003 (not shown
in here) exhibit similar results. In the May
2003 instance, the number of ASes not located
in North America in undirected dense core is 5
(Europe 3, Asia 2), compared to 10 (Europe 6,
Asia 4) in international backbone.

A likely scenario for satellite unidirectional
links for multicast networks is UDL receivers
are located more than one-hop away from the
feed and not in the same country as the feed.
This situation is modeled as a basic scenario
matrix whose entries si,j = 1, i > 1, j > 1,
where i and j are the row and column of ma-
trix. We denote this matrix as ROWCOL2-3.
This scenario gives better results for undirected
dense core feeds. In addition, ROWCOL2-3 re-
duces multicast link better than COL2-3 us-
ing the undirected dense core feeds. But on
the deployment using international backbone
feeds, the results of ROWCOL2-3 are slightly
worse than those of COL2-3. This is because
international backbone feeds by definition are
connected to more networks located not in the
feed’s countries compared to undirected dense
core feeds. This slightly worse multicast link
count in our simulations shows that only a few
of networks located in 1 network distance and in
different countries than the feeds that become
UDL downstreams.

Figures 8 and 9 show the average cumu-
lative multicast out-degree from the simula-
tion results of our deployment scenarios at 750
multicast receivers. Figure 8 (a) and Fig. 9 (a)
are for the international backbone feeds, while
Fig. 8 (b) and Fig. 9 (b) are for the undirected
dense core feeds. In these figures a node is
an Autonomous System, and the displayed re-
sults are for the degree-rank up to 10-thousand
ASes. The rest of the ASes are not displayed
because they bring only an insignificant change
to R(k). We separate the scenarios having a
single non-zero valued column or row from our
other scenarios for clarity. These figures depict
the sources of multicast link count reduction
using each scenario in our simulations.

The results show that scenario ROW1-2 that
gives a very good multicast link reduction turns
out to benefit high vertex degree ASes (satellite
UDL feeds), and not the low ones where UDL
receivers and multicast receivers are located.
These results indicate that multicast link re-
duction alone is not enough to measure the
performance of satellite unidirectional deploy-
ment scenarios. Using this metric, we measure
how much a scenario reduces the multicast out-
degree to non-backbone ASes, i.e., the non-feed
ASes whose vertex degree is smaller than any
undirected dense core ASes. From the perspec-
tive of non-feed ASes, the scenario that gives
non-feed ASes the least multicast out-degree
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(a) (b)

Fig. 8 Cumulative multicast out-degree using COLx and ROWx scenarios.

  

(a) (b)

Fig. 9 Cumulative multicast out-degree using other scenarios.

Table 2 Cumulative multicast out-degree R(k),
k > 117.

International backbone feeds

scenario R(117) R(17579) R′(117)
original 787 1053 266
ALL 141 251 109
ROW3 597 724 127
ROW2-3 310 374 63
ROWCOL2-3 468 581 113

Undirected dense core feeds

scenario R(117) R(17579) R′(117)
original 787 1053 266
ALL 177 291 114
ROW3 530 645 115
ROW2-3 269 335 65
ROWCOL2-3 421 536 115

sum is the most preferred. Table 2 lists the
sum of multicast out-degree for such ASes using
the May 2004 instance. This table gives the av-
erage cumulative multicast out-degree (rounded
down to the nearest integer) of the AS with
the vertex degree-rank of 117, i.e., the least-
vertex degree of the undirected dense core, and
R′(117) = R(17579)−R(117), which is the total
multicast out-degree in ASes that have less ver-
tex degrees than the least-vertex degree AS of
the undirected dense core. Based on this table,

scenario ROW2-3 provides the least multicast
out-degree for ASes where UDL receivers are
located, much better than scenario ALL that
gives the best multicast link count reduction.
Scenario ROWCOL2-3 that we believe to be a
likely scenario for satellite unidirectional link
deployment exhibits good results, and differs
with ALL only by a little.

5.2 Scenarios with Smaller Number of
UDL Receivers

Basic scenarios set each value in the scenario
matrix entries with either 0 or 1. We also simu-
late the cases where the values of scenario ma-
trices are between the 0 and 1. Figure 10 dis-
play the multicast link count results of several
scenarios based on the basic scenarios with 750
multicast receivers. Figure 10 (a) depicts the
average multicast link count versus the prob-
ability p, 0.1 < p < 1 of basic scenarios, for
example 0.2ROW2-3. Figure 10 (b) shows the
average multicast link count versus the number
of UDL receivers of the scenarios in Fig. 10 (a).
Figure 10 (a) and 10 (b) show the results of the
May 2004 instance. Meanwhile, Fig. 10 (c) de-
picts the average multicast link count of the
May 2003 instance.

Figure 10 (a) shows that the multicast link
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Fig. 10 Multicast link count for smaller number of
UDL receivers.

count of ROW2 is linear to p. Other scenarios
in the figure exhibit a saturation trend as p in-
creases; this is caused by the number of UDL
receivers that approaches the total number of
ASes in the network as we increase the p of
these scenarios. The total number of UDL re-
ceivers of the ROW2 scenario with undirected
dense core feeds is 6580, while for ROW2-3 it
is 12373. The number for ALL is 17345, which
is very close to 17579, i.e., the total number
of ASes. We confirm the saturation trend with
Fig. 10 (b) where we find that the multicast link
count reduction is linear only for small number
of UDL receivers.

The multicast link count of the May 2003 in-

stance also exhibits a saturation trend as the
number of UDL receiver approaches the total
number of ASes. The main difference that we
find between the two instances is the interna-
tional backbone feeds give better multicast link
count reduction in the May 2003 instance in-
stead of the undirected dense core feeds as in
May 2004 instance. This phenomenon can be
explained when we compare the two instances
in terms of the number of the undirected dense
core and the international backbone relative to
the network size. The May 2004 instance has
50 international backbone ASes, which is a big
increase from 31 ASes in undirected dense core.
On the other hand, the number of AS’s differ-
ence between the two feed sets in the May 2003
instance is only 4. With the properties of small
world networks exhibited by the Internet and
the way we traverse the UDL receiver candi-
dates, more feeds doesn’t mean an increase in
the number of receivers because an AS is more
likely to be traversed more than one, thus de-
creasing the average number of downstreams
per unidirectional link.

Table 3 lists the cumulative multicast out-
degree when the average total number of UDL
receivers is 2500 using scenarios that are based
on the basic scenarios. This table shows that
scenarios 0.5ROW3 and 0.41ROW3 give the
least R′(117) for international backbone and
undirected dense core feeds. These scenarios
are followed by pROWCOL2-3 and pROW2-3.
The three basic scenarios, i.e., ROW2, ROW2-
3, and ROWCOL2-3, are also among the best
performing scenarios in terms of R′(117) (Ta-
ble 2). Besides that, these three basic scenarios
also demonstrate good multicast link count re-
ductions. With these results, we believe that
deployment scenarios based on these three sce-
narios should be prioritized by ISPs that will
act as satellite UDL feeds.

6. Downstreams of UDLs

In this section we look at the number of down-
streams for each unidirectional links in our sim-
ulations, where multicast receivers are sparse
and randomly selected. We plot the simulation
results to show the relationship between the
number of receivers and the number of down-
streams for different scenarios. Figure 11 de-
pict this relationship for multicast trees of the
May 2004 instance with 750 receivers. The hor-
izontal axis of Fig. 11 is the number of UDL re-
ceivers for each feed while the vertical axis is the
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Table 3 Cumulative multicast out-degree of scenarios with avg. 2500 UDL receivers.

intl. backbone undir. dense core

scenario p R(17579) R′(117) p R(17579) R′(117)
ALL 0.14 892 229 0.14 901 234
ROW1 0.47 891 266 0.54 890 267
ROW2 0.35 888 228 0.38 884 231
ROW3 0.50 885 193 0.41 877 201
ROW1-2 0.20 906 246 0.22 903 247
ROW2-3 0.21 892 214 0.20 885 217
COL2 0.56 891 215 0.74 905 218
COL3 0.53 881 226 0.40 883 228
COL2-3 0.27 882 217 0.26 877 221
ROWCOL2-3 0.31 883 209 0.28 878 215

 

 

 

 

 

 

(a) (b)

(c) (d)

Fig. 11 UDL receiver-downstream relationship.

number of downstreams. The number of down-
streams are displayed using their average with
their 90% confidence interval error bar. Fig-
ure 11 (a) and Fig. 11 (c) show the results using
undirected dense core feeds, while Fig. 11 (b)
and Fig. 11 (d) are using international backbone
feeds.

The figures show that we might expect a lin-
ear relationship between the number of UDL re-
ceivers and the number of downstreams, given
the number of multicast receivers and the prob-
ability of an AS to become an UDL receiver,
even though the confidence interval is large.
We can also see that the maximum numbers of
UDL receivers of undirected dense core feeds
are higher compared to those of the inter-
national backbone feeds. Also, international
backbone feeds exhibit a clustering for sce-
narios pROWCOL2-3, which is less evident in
pROW2. Further examination reveals that
feeds having many UDL receivers are located in
Europe, thus this phenomenon is a result of in-
cluding geographic distance in both UDL feeds
and UDL receivers selections.

The average downstreams per UDL receiver

 

 

 

 

 

Fig. 12 Percentage downstream per UDL receivers.

(in percent) for the May 2004 instance is de-
picted in Fig. 12. This figure displays the re-
sults for various total number of UDL receivers
using scenarios in the previous section. From
the perspective of ISPs serving as satellite UDL
feeds, the higher the percentage is the better be-
cause it means that the links are utilized more
efficiently. We can view the links are under-
utilized if the percentage of downstream per
UDL receiver is lower than the number of mul-
ticast receiver per total number of ASes. In this
case, the number is 750/17579 = 4.27%.

This figure shows that the expected number
of downstream per UDL receiver is higher for
undirected dense core feeds compared to that
of the international backbone feeds, which is
simply due to the difference of the number of
feeds between them. Also, scenario ROW2 of
undirected dense core gives the best results ex-
cept for a small range of UDL receivers. This
result indicates that there is a trade-off to re-
duce multicast out-degree in receiver networks
or to increase the downstream per UDL re-
ceiver. Among the three scenarios that give the
best multicast out-degree reduction in receiver
networks, we find that the scenario ROW2-3
gives the best value despite that the value drops
below 4.27% at large UDL receivers.
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The scenarios displayed in Fig. 12 exhibit a
tendency to give lower percentage as the num-
ber of total UDL receivers increases. Figure 12
shows that there is a range of UDL receivers
(less than 5000) where the deployment scenar-
ios show a less steep percentage decrease, or
even an increase for some scenarios, such as
ROW2. We believe that this range would be
the practical range of UDL receivers for satellite
unidirectional links because the percentage de-
crease is less steep and the three best scenarios
ROW3, ROW2-3, and ROWCOL2-3 give the
values that are more than the 4.27% threshold.

7. Conclusions

This paper investigates several issues regard-
ing the benefits of deploying satellite unidirec-
tional links for global multicast networks where
UDL feeds are located in the Internet backbone
networks and the receivers are located in re-
gional or stub networks. We define a set of net-
works to be the backbone networks based on
the number of links and the international con-
nectivity. Our scenarios for deployment con-
siders the network and geographical distances
between the satellite UDL feeds and receivers.
We simulate several deployment scenarios us-
ing randomly selected multicast receivers lo-
cated sparsely in the Internet and measure their
performance. Three metrics are used to mea-
sure the performance of a deployment scenario:
multicast link count, cumulative multicast out-
degree, and the expected downstreams per UDL
receiver. These metrics views the deployment
scenario from different perspectives: the Inter-
net resource (link) usage, the benefits for non-
feed networks, and the efficiency for feed net-
works.

This paper shows that satellite unidirectional
links clearly give benefits to the deployment of
global multicast networks in terms of reducing
the number of routers that need to maintain
multicast states. As far as we know, this is the
first paper to demonstrate how much multicast
state reductions may be expected and who will
experience the reductions when satellite unidi-
rectional links are used for multicast network
deployments. Our simulation results show that
UDL receivers that are three hops away from
the feed give good results, but there are trade-
offs in deploying satellite unidirectional links
for global multicast networks. Furthermore,
geographic-distance-based deployment scenar-
ios do not play a major role in reducing mul-

ticast states due to how Autonomous Systems
are distributed geographically on the Internet.

This paper does not address other issues that
will affect the deployment such as delay, rout-
ing, and traffic models. The long delay and
the bandwidth limitations of satellite links are
certainly issues for some applications. Rout-
ing protocol can become an issue when there
are many routers on a satellite unidirectional
link. The deployment scenarios should also be
tested with simulated multicast traffic to show
the dynamics of the link, e.g. multicast joins
and leaves. These issues will be addressed in
the future work.
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