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Fault-tolerant Applications on a Distributed
Programming Language X10
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X10 is a programming language which supports distributed computing in itself. X10 applications can run
over multiple “places” (computation nodes), and perform distributed computing by changing the execution
place using “at” statements. However, in a conventional X10 environment, when a node which consists of
the place(s) fails, the entire processing of X10 application is aborted. To solve this problem, we have been
extending X10 as a “Resilient X10” where the node failure is reported as a DeadPlaceException and the
execution can continue using remaining nodes. In this presentation, we show how to construct fault-tolerant
distributed applications over the Resilient X10 functions. Three typical methods are introduced to handle the
node failure — (a) just ignore it and use results from remaining nodes, (b) re-assign the work to remaining
nodes, or (c) restart the computation from a periodic snapshot. We also show a fault-tolerant extension of an
existing distributed X10 library DistArray. These modifications to add fault tolerance were very small, and
the modified codes can still run on normal X10 as far as node failure does not happen. Impacts to execution
performance by the modifications are also shown.
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