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#### Abstract

We give an algorithm that computes the pathwidth of a given directed graph $D$ in $3^{\tau(D)} n^{O(1)}$ time where $n$ is the number of vertices of $D$ and $\tau(D)$ is the number of vertices of a minimum vertex cover of the underlying graph of $D$. This result extends that of [Chapelle et al., 2013] for undirected graphs to directed graphs. Moreover, our algorithm is based on a standard dynamic programming with a simple tree-pruning trick, which is extremely simple and easy to implement.


## 1. Introduction

Chapelle et al. [7] proved the following theorem.
Theorem 1 ([7]). The pathwidth of an undirected graph G can be computed in $3^{\tau(G)} n^{O(1)}$ time where $n$ is the number of vertices of $G$ and $\tau(G)$ is the size of the minimum vertex cover of $G$.
The notion of pathwidth is also defined on directed graphs. In this paper, we extend Theorem 1 to directed graphs.
Theorem 2. The pathwidth of a directed graph $D$ can be computed in $3^{\tau(D)} n^{O(1)}$ time where $n$ is the number of vertices of $D$ and $\tau(D)$ is the size of the minimum vertex cover of the underlying graph of $D$.
It is known that the pathwidth of an undirected graph $G$ equals the pathwidth of a directed graph $G^{\prime}$ where $G^{\prime}$ is obtained from $G$ by replacing each edge $\{u, v\}$ of $G$ by a pair of anti-parallel arcs $(u, v)$ and ( $v, u$ ) (see [1], for example).
Computing pathwidth is NP-hard [10] for undirected graphs and for directed graphs, and is also considered in parameterized complexity. A problem is said to be fixed parameter tractable (FPT) if there is an algorithm for the problem with running time $f(k) n^{O(1)}$ where $n$ is the size of instance and $k$ is a parameter (see [8], for more information). The decision version of the pathwidth problem, deciding whether the pathwidth of a given undirected graph is at most a parameter $k$, is FPT [3], [6]. However, the fixed parameter tractability of the directed case remains unclear. It is only recently that XP algorithms for the decision problem on directed graphs are found by [13], [15].
The algorithm of [6] is, in fact, an FPT algorithm for pathwidth parameterized by treewidth. The running time is, however, somewhat large even when the treewidth of an input graph is small. It is natural to ask whether there is a faster FPT algorithm for pathwidth using more restricted parameters such as vertex cover number. Chapelle et al. [7] positively answered this question by proving Theorem 1.

[^0]Our result is along this line. We give an FPT algorithm that computes the pathwidth of a given directed graph parameterized by vertex cover number. Our algorithm is a standard dynamic programming for vertex ordering problems [5] with a simple treepruning trick (some variants of this trick can be found in the recent work for exact algorithms for pathwidth [12], [14], [15]). Although our analysis is basically based on the same idea with [7], our algorithm is much simpler than theirs. In particular, we use a vertex cover in the analysis but not in the algorithm, while the algorithm of [7] uses a vertex cover explicitly. Moreover, our algorithm works on undirected and directed graphs. It is not clear if the algorithm in [7] can be adapted to directed graphs. On the other hand, [7] not only proved Theorem 1 but also gave an FPT algorithm for treewidth parameterized by vertex cover number.

## 2. Preliminaries

Let $D=(V, A)$ be a directed graph with $n=|V|$. For a vertex $x \in V$, we denote by $N^{-}(x)$ the set of in-neighbors of $x$ and, for $X \subseteq V$, by $N^{-}(X)$ the set of in-neighbors of $X$, i.e. $N^{-}(X)=\bigcup_{x \in X} N^{-}(x) \backslash X$.

Let $\sigma$ be a sequence of vertices in $V$. We assume all the sequences of vertices in this paper have no repetition, that is, the vertices in $\sigma$ are distinct from each other. The length of $\sigma$ is denoted by $|\sigma|$. We will write the sequence as a list of vertices $\sigma=\left(v_{1}, v_{2}, \ldots, v_{|\sigma|}\right)$. For $0 \leq i \leq|\sigma|$, the prefix of $\sigma$ of length $i$, denoted by $\sigma_{i}$, is the sequence consisting of the first $i$ vertices in $\sigma$ appearing in the same order as in $\sigma$. The set of vertices in $\sigma$ is denoted by $V(\sigma)$. A permutation of $D$ is a sequence consisting of all the vertices in $V$. For an integer $k$, we say $\sigma$ is $k$-feasible for $D$ if $\left|N^{-}\left(V\left(\sigma^{\prime}\right)\right)\right| \leq k$ for all prefix $\sigma^{\prime}$ of $\sigma$ and is strongly $k$-feasible for $D$ if there is a $k$-feasible permutation $\tau$ of $D$ such that $\sigma$ is a prefix of $\tau$. We extend these notations to vertex sets: a subset $U$ of $V$ is (strongly) $k$-feasible if there is a (strongly) $k$-feasible sequence $\sigma$ with $V(\sigma)=U$. We may drop the reference to $D$ when the reference is clear. The vertex separation number of $D$ is the minimum integer $k$ such that $V$ is $k$-feasible.

For every directed graph $D$, the vertex separation number of $D$ equals its pathwidth [16] (the undirected version of this fact can be found in [11]). Because of this fact, we work on the vertex separation number.

Our algorithm is based on the following standard dynamic programming algorithm. Fix an integer $k$. It is straightforward to see that a proper subset $U \subset V$ is strongly $k$-feasible if and only if there exists a vertex $u \in V \backslash U$ such that $U \cup\{u\}$ is also strongly $k$-feasible. Given this relation, the vertex separation number of $D$ can be computed in $2^{n} n^{O(1)}$ time.
In order to reduce the running time, we run this dynamic programming only on some subsets of $V$. To this end, we need the following notions. An expansion $U^{*}$ of $U \subseteq V$ is recursively defined as:
(1) $U^{*}=U$ if there is no vertex $u \in V \backslash U$ with $N^{-}(u) \subseteq$ $U \cup N^{-}(U)$;
(2) $U^{*}=\left(U \cup\left\{u \in V \backslash U: N^{-}(u) \subseteq U \cup N^{-}(U)\right\}\right)^{*}$ otherwise.

We say $U$ is relevant when $U^{*}=U$. It is easy to see that, for each $U \subseteq V$, there is a unique expansion $U^{*}$ of $U$. The key to our dynamic programming is the following lemma.
Lemma 1. Let $U$ be a $k$-feasible subset of $V$. Then the expansion $U^{*}$ of $U$ is also $k$-feasible. Moreover, if $U$ is strongly $k$-feasible, so is $U^{*}$.

Proof. By the definition of expansion, the first statement is clear as $N^{-}(X) \subseteq N^{-}(U)$ for every $X$ with $U \subseteq X \subseteq U^{*}$. Thus, in the following, we prove the second statement.
When $U^{*}=U$, the lemma is obvious. Next, assume there is a vertex $v \in V \backslash U$ such that $N^{-}(v) \subseteq U \cup N^{-}(U)$. Since $U$ is strongly $k$-feasible, there is a $k$-feasible permutation $\pi=\left(v_{1}, v_{2}, \ldots, v_{n}\right)$ of $D$ such that $U=V\left(\pi_{|U|}\right)$. Let $j$ be such that $v_{j}=v$. Since $v \in V \backslash U$, we have $j>|U|$. Let

$$
\tau=\left(v_{1}, v_{2}, \ldots, v_{|U|}, v_{j}, v_{|U|+1}, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{n}\right)
$$

In words, $\tau$ is obtained from $\pi$ by moving $v$ to the position immediately after $v_{|U|}$. Since $\pi_{i}=\tau_{i}$ for $1 \leq i \leq|U|$ and $N^{-}\left(V\left(\pi_{i}\right) \cup\{u\}\right) \subseteq N^{-}\left(V\left(\pi_{i}\right)\right)$ for $|U|<i \leq n, \tau$ is $k$-feasible and hence $U \cup\{v\}$ is strongly $k$-feasible. A straightforward induction proves the lemma.

This lemma is a special case of Lemma 5 in [15]. Similar special cases appeared in [12], [14].

## 3. Proof of Theorem 2

Given a directed graph $D=(V, A)$ with $n$ vertices and an integer $k$, our algorithm decides whether $V$ is $k$-feasible or not in $3^{\tau(D)} n^{O(1)}$ time where $\tau(D)$ is the size of a minimum vertex cover of the underlying graph of $D$. The algorithm uses a straightforward dynamic programming over relevant sets, which is described as follows. Let $U$ be a strongly $k$-feasible relevant subset of $V$. Then there exists $v \in V \backslash U$ such that $U \cup\{v\}$ is strongly $k$-feasible. By Lemma 1 , the expansion of $U \cup\{v\}$ is also strongly $k$-feasible and is relevant. This discussion immediately gives us a dynamic programming over $k$-feasible relevant subsets of $V$. The correctness of this dynamic programming is straightforward.

In what follows, fix a minimum vertex cover $C$ of the underlying graph of $D$. The next lemma is crucial for our running time

## analysis.

Lemma 2. There is an injective mapping from the relevant subsets of $V$ to the collection of ordered tripartitions of $C$.

Proof. Let $(L, M, R)$ be an arbitrary ordered tripartition of $C$. We show that there is at most one relevant set $U$ such that $L=U \cap C$ and $M=N^{-}(U) \cap C$. Suppose $U$ is such a set. Let $v \in V \backslash C$. Since $C$ is a vertex cover of the underlying graph of $G$, we have $N^{-}(v) \subseteq C$. Since $U$ is relevant, we have $v \in U$ if and only if $N^{-}(v) \subseteq L \cap M$. Thus, $U$ satisfying above conditions is unique, when one exists.

It is easy to see that the running time of our dynamic programming is in $|\mathcal{R}| \cdot n^{O(1)}$ where $\mathcal{R}$ is the set of all relevant subsets of $V$. By Lemma $2,|\mathcal{R}|$ is bounded by $3!\cdot 3^{|C|}$ and hence Theorem 2 follows.
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