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There are two major problems with learning-based super-resolution algo-
rithms. One is that they require a large amount of memory to store examples;
while the other is the high computational cost of finding the nearest neighbors
in the database. In order to alleviate these problems, it is helpful to reduce the
dimensionality of examples and to store only a small number of examples that
contribute to the synthesis of a high quality video. Based on these ideas, we
have developed an efficient algorithm for learning-based video super-resolution.
We introduce several strategies to construct an efficient database. Through the
evaluation experiments we show the efficiency of our approach in improving
super-resolution algorithms.

1. Introduction

As a result of progress in video technology, high definition (HD) consumer
devices have recently become more widespread. For example, full HD video
cameras with about two million pixels are currently available. As for digital still
cameras, resolution of over ten million pixels has been achieved. It is, however,
very difficult to achieve such a very high resolution (HR) video sequence because
of the limited sweep time of the camera. Hence, HR is incompatible with a high
frame rate. There are certain HR video cameras available for special use, such as
a digital cinema, but these are very expensive and are thus unsuitable for general
use.

To enhance the resolution of a HR image, simple interpolation methods such
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as the bilinear or bicubic spline are widely used, but these methods tend to
generate blurred images. A more sophisticated technique to synthesize a HR
image is super-resolution (SR). SR algorithms are roughly classified as either
reconstruction-based SR or learning-based SR.

In reconstruction-based SR techniques, the basic assumption for increasing the
spatial resolution is the availability of multiple low resolution (LR) images cap-
tured from the same scene. Each of these LR images must have a different sub-
pixel shift. SR algorithms are then used to estimate relative motion information
between these LR images (or video sequences) and increase the spatial resolu-
tion by fusing them into a single frame. Conventional techniques for obtaining
a super-resolved image from still images have been summarized in the litera-
ture 1). By extending the idea of SR to the temporal domain, Shechtman, et al. 2)

proposed space-time SR, which enhances both spatial and temporal resolution
simultaneously.

Learning-based SR algorithms extract a relationship between the HR images
and their corresponding LR ones, which are used as training data. The algo-
rithms construct a large database of examples from the training data set. The
resolution of the input LR images can then be enhanced by adding high frequency
detail via a nearest neighbor search in the database. Baker and Kanade 3) pro-
vided fundamental limits on reconstruction-based SR, and demonstrated that
facial images and text images can be super-resolved by using a large number
of examples. Freeman, et al. 4) showed that the idea of learning-based SR can
be applied to general images. Indeed, several learning-based SR algorithms have
been proposed for both still images 5)–7) and video sequences 8),9). Learning-based
SR algorithms are characterized by the ability to reconstruct a HR image from
a single image using a training database.

There are, however, two major problems with learning-based SR algorithms.
One is that they require a large amount of memory to store examples, while the
other is the high computational cost of finding nearest neighbors in the database.
Therefore, it is less practical to conduct learning-based SR for video sequences
since a large amount of data has to be processed. In this paper, we propose
an efficient algorithm for learning-based video SR. To improve the efficiency,
we introduce a compact feature vector using discrete cosine transform (DCT)
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Fig. 1 Problem formulation.

coefficients, and design procedures to determine which examples need to be stored
in the database. Through the evaluation experiments we show the efficiency of
our approach in improving SR algorithms.

The algorithm proposed in this paper is based on the problem formulation
shown in Fig. 1. Our algorithm synthesizes HR video with a high frame rate
from two video sequences, that is, a HR sequence with low frame rate and a LR
sequence with high frame rate. We assume that there are synchronized frames in
the HR and LR sequences, which are referred to as “key frames” in this paper.
The dual sensor camera proposed by Nagahara, et al. 10) is able to capture two
such video sequences simultaneously. The concept of a dual sensor camera is
shown in Fig. 2. The two video sequences captured by the camera have the same
field of view. Key frames can be obtained by feeding a pulse signal into the
camera. Matsunobu, et al. 11) and Watanabe, et al. 12),13) proposed algorithms to
synthesize a HR video with high frame rate using the dual sensor camera. In this
paper we propose a novel algorithm that constructs an example database using
key frames as training data, and conducts SR for all LR frames except the key
frames.

The rest of the paper is organized as follows. We explain the strategies used to
improve the efficiency of SR algorithms in the next section. Section 3 introduces
the proposed algorithm for video SR. In Section 4 we show the effectiveness of our
approach in improving SR algorithms through experimental results using moving
picture experts group (MPEG) test sequences. We also compare the quality of

Fig. 2 Concept of dual sensor camera.

synthesized video using the proposed method and conventional ones. Section 5
concludes this paper.

2. Strategy to Improve the Efficiency of SR

As mentioned in the previous section, learning-based SR requires a large
amount of memory and high computational cost. To alleviate these problems, it
is helpful to adopt the following strategies.
( 1 ) Apply a fast searching algorithm.
( 2 ) Reduce the dimensionality of examples stored in the database.
( 3 ) Reduce the number of examples stored in the database.

With respect to (1), Freeman, et al. 4) used a fast searching algorithm 14) to find
multi-dimensional nearest neighbors. We use the approximate nearest neighbor
(ANN) search algorithm 15) to find the nearest neighbors quickly in exchange for
allowing a small error.

Strategies (2) and (3) are effective because both the time and space complexity
of learning-based SR algorithms are dependent on the dimensionality and the
number of examples stored in the database. As for (2), Bishop, et al. 8) used
principal component analysis (PCA) to reduce the dimensions of the feature
vector from 147 to 20. However, PCA is itself computationally expensive and
is thus unsuitable for video SR, which must process a large amount of data.
In the proposed method, DCT is applied to each block and then low frequency
components of the DCT coefficients are extracted to compose a feature vector.

Strategy (3) has not been considered in previous studies. It is efficient to
store only a small number of examples that can contribute to the synthesis of
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high quality video. Under the condition of limited memory space, we introduce
several ideas to help decide which examples are to be replaced (or stored) in the
database. First, we assume that although the size of the database is limited, it
is large enough to store all the examples extracted from one key frame. Through
the experiments in Section 4.1, we compare the following procedures for the
replacement of examples.
Fix Construct the database using the first key frame, and then do not update

it.
Clear For every key frame, delete all examples in the database and then recon-

struct it, using the newly input key frame as training data.
Random If the database is not full, add the new example to it. Otherwise,

replace a randomly selected example in the database with the new one.
FC (Frequency Count) If the database is not full, add the new example to

it. Otherwise, replace the example that is referred to least frequently in the
database with the new one.

LRU (Least Recently Used) If the database is not full, add the new example
to it. Otherwise, replace the example least recently referred to in the database
with the new one.

Next, we consider the more difficult condition in which all the examples extracted
from one key frame cannot be stored in the database. We present an algorithm
that decides sequentially which examples are to be stored in the database in
Section 3.1.

3. Proposed Algorithm

We extend learning-based SR methods for still images 5),6) to video sequences,
and adopt DCT coefficients as feature vector components. In the proposed
method, an SR procedure is conducted for the luminance component since human
vision is insensitive to spatial variations in color. The chrominance components
of the synthesized frames are interpolated using bicubic spline interpolation from
the LR frames to reduce the computational cost.

3.1 Construction of Database Using Key Frames
We consider two sub-databases D1 and D2. The proposed method first con-

structs D1, which is composed of examples randomly selected in the key frame.

Fig. 3 Zigzag scan for AC coefficients of DCT.

Then, it constructs D2, which is composed of examples with large distances to
nearest neighbors in D1. Finally, by integrating D1 and D2, example database
D = D1 ∪D2 is constructed. Let n be the upper limit of the number of examples
that can be stored in D, and |D| denotes the number of examples stored in D.

Given the pair consisting of a HR image IH and LR image IL (key frame),
example database D is constructed according to the following procedure.
( 1 ) Enlarge IL using bicubic spline interpolation to generate an image I�

H with
the same size as IH .

( 2 ) Set D1 = D2 = ∅, and fix n1 and n2, the upper limits of the number of
examples that can be stored in D1 and D2, respectively, where n = n1 +n2.
Arrange a priority queue Q with length n2. Initially, set Q = ∅.

( 3 ) (Random sampling of examples) Repeat the following steps until |D1| = n1.
( a ) Extract a block B�

r of size K × K from I�
H randomly and without

duplication. The extracted block B�
r is added to the set B.

( b ) Calculate the contrast c� = E[|x� − μ�|], where μ� = E[x�] is the
average number of pixels x� ∈ B�

r.
( c ) If c� is smaller than a threshold θc, the remaining steps are not exe-

cuted for this block. Otherwise, proceed to the next step.
( d ) Conduct DCT for B�

r to obtain DCT coefficients C[B�
r], and extract

d AC coefficients of C[B�
r] in a zigzag scan order (as shown in Fig. 3,

where K = 8) to compose a d-dimensional vector v�
r.

( e ) Extract a block Bh
r of size K×K from IH to obtain DCT coefficients

C[Bh
r ].

( f ) Add the example (v�
r, C[Bh

r ]) to D1.
( 4 ) (Example selection using nearest neighbor search) Conduct the following

steps in raster-scan order.
( a ) Extract a block B�

e /∈ B of size K × K from I�
H , i.e., B�

e is a block
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that has not been extracted from I�
H in Step (3a).

( b ) If the contrast of block B�
e is smaller than a threshold θc, the following

process is not executed for this block. Otherwise, execute the process
given in Steps (3d) and (3e) for B�

e to obtain the example (v�
e, C[Bh

e ]).
( c ) Find the nearest neighbor of v�

e in D1. We denote the found item as
v�

NN. Measure the Euclidean distance dist(v�
e,v

�
NN).

( d ) Add (v�
e, C[Bh

e ]) to Q, giving higher priority to an example with
greater distance, which must remain in Q.

( 5 ) Dequeue n2 examples from Q, and store them in D2.
( 6 ) Construct D = D1 ∪ D2 by integrating examples in D1 and D2.
D1, which is constructed by random sampling, is a data set that approximates

the distribution of examples in the feature space. Since we assume that key frames
(used as training data) and super-resolved frames are temporally-closed, they are
strongly correlated. Therefore, in the synthesis step of HR frames, nearest neigh-
bors can be found within a small distance in D1. However, nearest neighbors may
not be found within a small distance due to the motion in the scene. We intro-
duce D2 to construct a data set whose elements are spread throughout the feature
space. Generalization of the resulting database can eventually be enhanced.

Figure 4 illustrates an execution sample of data selection applied to 2-
dimensional data. Figure 4 (a) shows 100 examples sampled from a uniform
distribution, whereas (b) shows 100 examples with a biased distribution (20 ex-
amples sampled from a uniform distribution and 80 examples sampled from two
normal distributions). Figure 4 (c) and (d) give the results of the selection of 50
examples from (a) and (b), respectively, using the proposed selection algorithm,
where n1 = n2 = 25. Many examples are selected from densely distributed areas
in the random sampling step. The subsequent step (example selection by near-
est neighbor search) preferentially selects the examples from sparsely distributed
areas.

Various algorithms exist for choosing representative examples from a large num-
ber of data, such as the data condensation algorithm 16), clustering and so on.
However, these are all decremental methods, which first need to expand all the
examples in memory before selecting the representative ones. As a result, the
methods require both a large amount of memory for the data selection, and high

(a) Uniform distribution (c) Result of (a)

(b) Uniform distribution (d) Result of (b)

+ mixtured Gaussian

Fig. 4 Execution sample of data selection algorithm.

computational cost to calculate the distances between examples. The proposed
algorithm sequentially selects examples to reduce the memory requirement and
computational cost. Comparative results for the proposed method and other
procedures for data selection are presented in Section 4.3.

3.2 Synthesis of HR Frames
A LR frame I ′L, which is not a key frame, is super-resolved according to the

following procedure.
( 1 ) Enlarge IL

′ using bicubic spline interpolation to generate an image I�
H

′

with the same size as the target HR image.
( 2 ) Extract a block B�

q of size K ×K from I�
H

′ and execute the following steps
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for each block. Each extracted block overlaps its neighboring blocks with
an overlap of width w.
( a ) Calculate the contrast c�

q of the block B�
q. If c�

q < θc, SR is not carried
out on this block and the values of I�

H

′ are used for the target HR
frame. Otherwise, proceed to the next step.

( b ) Conduct DCT for B�
q to obtain DCT coefficients C[B�

q]. Extract d AC
coefficients of C[B�

q] in a zigzag scan order to compose a d-dimensional
vector v�

q.
( c ) (k-nearest neighbor search) Find the k nearest neighbors

v�
1,v

�
2, · · · ,v�

k of v�
q in D.

( d ) (Local neighbor embedding) Define the Gram matrix Gq as follows:

Gq = (v�
q1

T − L)T (v�
q1

T − L) (1)

where 1 is a vector of ones and L is a d × k matrix with colums
v�

1,v
�
2, · · · ,v�

k.
Solve the linear system of equations Gqwq = 1 for wq and then
normalize the weights so that

∑k
i=1 wqi = 1.

( e ) Let C[Bh
i ] (i = 1, 2, · · · , k) be the DCT coefficients of the HR blocks

corresponding to v�
i . All DC coefficients of the k DCT blocks C[Bh

i ]
are replaced with the DC coefficient of C[B�

q] to correct the illumina-
tion change. We denote the resulting DCT blocks as C[Bh

i
′].

( f ) Calculate the linear combination of C[Bh
i
′] by applying wq:

C[Bh
t ] =

k∑

i=1

wqiC[Bh
i

′
]. (2)

( g ) Conduct inverse DCT for C[Bh
t ] to transform the block to the image

space.
( 3 ) Construct the target HR frame by arranging the blocks obtained in the pre-

vious step with an overlap of width w. The pixel values in the overlapping
regions are averaged to obtain a smooth image.

4. Experiments

We conducted evaluation experiments using MPEG test sequences to verify
the efficiency of the proposed method. To evaluate the quality of the synthe-
sized video sequence, we used the peak signal to noise ratio (PSNR) values be-
tween the synthesized frames and original frames. The proposed method was
implemented in Visual C++ 2005 and run on a Windows XP PC (CPU: Intel
Pentium4 3.0 [GHz], RAM: 512 [MB]). We used the ANN Library 17) for near-
est neighbor searching. The parameters of the proposed algorithm were set as
follows: θc = 8.0, w = 4, k = 2, and K = 8.

Table 1 shows the MPEG test sequences used in the experiments. The two
video sequences used as input were created from the original sequence as de-
scribed below. A LR video sequence (M/4 × N/4 [pixels], 30 [fps]) was obtained
by a 25% scaling down of the original sequence (M × N [pixels], 30 [fps]). A HR
video with low frame rate (M × N [pixels], 30/7 [fps]) was obtained by selecting
every seventh frame from the original sequence. The proposed method synthe-
sizes an HR video with high frame rate (M × N [pixels], 30 [fps]) from these two
video sequences.

4.1 Comparison of Various Data Replacement Procedures
We compared the various data replacement procedures mentioned in Section 2.

We set n = 100,000, which is large enough to store all the examples extracted
from one key frame �1. To evaluate the effectiveness of the data replacement
procedures, we also set n = n1 and n2 = 0, i.e., data selection was not carried
out.

Table 1 Description of test sequences.

Sequence Name Spatial Resolution Frame No.
Coast guard 352 × 288 0 - 270

Football 352 × 240 1 - 121
Foreman 352 × 288 0 - 270

Hall monitor 352 × 288 0 - 270

�1 The number of examples extracted from one key frame depends on the value of the threshold
θc, and varies with the contents of each frame. In this experiment, the number of examples
varies approximately between 10,000 and 40,000.
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Table 2 Comparison of various data replacement procedures.

Sequence Name Fix Clear Random FC LRU
Coast guard 22.68 24.72 24.55 22.82 23.77

Football 21.39 22.23 22.14 21.47 22.04
Foreman 28.48 29.93 29.73 28.19 29.10

Hall monitor 28.85 29.57 28.68 26.95 27.30

Table 3 Effects on dimension reduction.

Coast guard Football Foreman Hall monitor

Dimension PSNR Time PSNR Time PSNR Time PSNR Time
d [dB] [msec] [dB] [msec] [dB] [msec] [dB] [msec]
3 22.54 41 20.89 48 27.89 47 26.41 48
5 24.03 53 21.76 76 29.40 56 28.95 56
10 24.66 103 22.19 185 29.88 97 29.54 89
15 24.71 125 22.23 226 29.92 114 29.56 107
20 24.72 134 22.23 228 29.93 123 29.57 111
25 24.72 138 22.24 237 29.93 129 29.57 116

Table 2 gives the PSNR results for the various data replacement procedures.
These results show that the data replacement procedure “Clear” gives the best
results for all four test sequences. As time progresses, the scene depicted in the
video sequence changes, and thus the examples stored in the database correlate
less with the current frame. We should, therefore, store the examples extracted
from the latest key frame, and replace all the examples in the database at every
key frame. Neither the referral frequency nor the time of the most recent referral
of the examples is as important in synthesizing a high quality video. Procedure
“Clear” is, therefore, used in all subsequent experiments.

4.2 Effects on Dimension Reduction
Next, we show the effectiveness of dimension reduction. We measured the

PSNR and average time of synthesizing one HR frame, varying d, to confirm the
performance as d decreases. The input video sequences were created as mentioned
in the previous section. The other experimental conditions are the same as those
given in the previous section.

Table 3 gives the PSNR and time results for various dimension settings. When
d is smaller than 15, the PSNR also decreases for both sequences. However,
there is almost no variation in the PSNR when d is larger than 15. Therefore,

Table 4 Effects on database allocation. (d = 20, n = 10,000)

Size PSNR [dB]
n1 n2 Coast guard Football Foreman Hall monitor

2,000 8,000 24.39 22.03 29.56 28.03
4,000 6,000 24.43 22.04 29.59 28.21
5,000 5,000 24.43 22.05 29.59 28.26
6,000 4,000 24.44 22.04 29.57 28.24
8,000 2,000 24.40 22.02 29.54 28.07
10,000 0 24.28 21.95 29.41 27.69

approximately 15 AC coefficients contain most of the information in the extracted
block. Even if we set d ≥ 20, it takes a long time to synthesize a frame and thus
we cannot expect a high PSNR.

4.3 Verification of Data Selection Procedure
4.3.1 Performance Evaluation of Database Allocation
We examined the effects on database allocation to confirm the effectiveness

of the data selection algorithm. We set d = 20, n = 10,000 and measured
PSNR, varying n1 and n2. Table 4 gives the PSNR results for various database
allocations. Compared with the simple strategy in which all examples stored in
the database are randomly selected (n1 = 10,000, n2 = 0), the proposed method
of data selection achieves better results. In particular, a higher PSNR can be
obtained for most sequences when we set n1 equal to n2. In the subsequent
experiments, we set the size of the example database to be n1 = n2.

4.3.2 Performance Evaluation of Dimension and Database Size
We evaluated the performance of generating the HR frame using the test se-

quence “Foreman”, and varying d and/or n1, n2. We compared the PSNR,
processing time of synthesizing one HR frame, and memory required for storing
examples in the database. The processing time represents the average time of
synthesizing one HR frame after the example database has been constructed.
With respect to the memory requirement, we assume that one double precision
real number is stored in 8 bytes. Since the pair in example (v�, C[Bh]) is com-
posed of d + K2 real numbers, the total memory required to store n examples
is n(d + K2) × 8/1,024 [kB]. Table 5 gives the comparative results for different
dimensions and database sizes. The row labeled “All” represents the case in
which all examples are stored, and assuming n = 100,000. As d and/or n1 = n2
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Table 5 Performance comparison with different vector dimensions and database sizes.

Size of d = 5 d = 10 d = 15

database PSNR Time Memory PSNR Time Memory PSNR Time Memory
n1 = n2 [dB] [msec] [kB] [dB] [msec] [kB] [dB] [msec] [kB]
1,000 28.45 39 1,078 28.67 43 1,156 28.70 46 1,234
2,000 28.75 42 2,156 29.04 49 2,312 29.08 52 2,469
5,000 29.12 46 5,391 29.54 61 5,781 29.58 66 6,172
10,000 29.35 49 10,781 29.82 73 11,563 29.85 82 12,344

All 29.40 56 53,906 29.88 97 57,813 29.92 114 61,719

decrease, the PSNR also decreases. Nevertheless, a reduction in processing time
and the required memory can be achieved. That is, we can control the quality
of the synthesized images, computational cost and memory required by selecting
appropriate values for d and n1, n2. Figure 5 shows the images synthesized
under different d and n conditions. Even when both dimension reduction and
example selection are carried out, the synthesized images are not that bad in
terms of subjective quality. Therefore, with limited memory space the proposed
algorithm is able to synthesize a HR video quickly without deterioration in the
quality of the synthesized images.

4.3.3 Comparison of Data Selection Procedure
We introduced the procedures for constructing an example database from key

frames in Section 3.1. Here we show the evaluation results for several procedures
for data selection (i.e., database construction). We set d = 20 and the size of the
database n = 10,000 (n1 = n2 = 5,000) in this experiment. We compared the
proposed algorithm with the following methods.
Random selection Select 10,000 examples randomly. This corresponds to the

proposed method under the condition n1 = 10,000 and n2 = 0.
Vector quantization Initially store all the examples extracted from a key

frame. Next, conduct k-means clustering, where the number of the clus-
ters is 10,000, and then select the nearest examples for each centroid of the
resulting 10,000 clusters. Selected examples are stored in the database.

HR videos with high frame rates were synthesized using these methods for data
selection to construct the example database. We measured the PSNR of the
synthesized videos, and the average time for constructing the example database
from one key frame. The other experimental conditions remained the same as

(a) d = 5, n1 = n2 = 1,000 (d) Close-up of (a)

(b) d = 10, n1 = n2 = 5,000 (e) Close-up of (b)

(c) d = 15, n1 = 100,000, n2 = 0 (f) Close-up of (c)

Fig. 5 Synthesized images for various d and n values
(Test sequence “Foreman” 45th frame).
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Table 6 Comparison of data selection procedure.

Coast guard Football Foreman Hall monitor

Selection Procedure PSNR Time PSNR Time PSNR Time PSNR Time
[dB] [msec] [dB] [msec] [dB] [msec] [dB] [msec]

Random selection 24.30 157 21.95 157 29.41 163 27.69 166
Vector quantization 24.41 8,309 21.99 10,414 29.50 9,220 28.02 12,375
Proposed method 24.44 672 22.05 854 29.59 673 28.24 764

those in the previous section.
Table 6 gives the comparative results for the data selection procedures. The

proposed method gives the highest PSNR compared with the other methods.
Vector quantization takes the longest time to construct the example database.
This method is computationally expensive because it requires a large number of
calculations for the nearest neighbor search.

As for the memory requirement, the proposed algorithm is also superior to vec-
tor quantization. Since vector quantization is a decremental algorithm, it needs to
expand all the examples in memory before selecting representative examples. In
other words, it requires as much memory as shown in the bottom row of Table 5.
The reduction in the memory requirement of the proposed algorithm depends on
the values of d and n as mentioned in the previous section. With n = 10,000, the
proposed algorithm achieves a 90% reduction in memory space compared with
vector quantization. Hence, the proposed method is useful because it is able to
synthesize video sequences with higher quality, and is less expensive than other
methods in terms of both processing time and memory required.

4.4 Comparison with Conventional Methods
We compared the quality of the synthesized HR video using the proposed al-

gorithm and conventional methods. We included interpolation methods (near-
est neighbor and bicubic spline interpolation) and the DCT spectral fusion
method 13) as conventional methods. HR videos with high frame rate were synthe-
sized using these methods. Results of these comparative experiments are shown
in terms of the quality of the synthesized videos.

Table 7 gives the PSNR results for the proposed method and the conventional
ones. The conditions for the proposed algorithm are the same as those in the
previous section, i.e., d = 20 and n = 10,000 (n1 = n2 = 5,000). PSNR values of

Table 7 Comparison of synthesis algorithms.

Sequence Nearest Bicubic Proposed DCT

Name Neighbor Spline Method Fusion 13)

Coast guard 22.01 22.05 24.44 24.59
Football 20.75 20.77 22.05 20.68
Foreman 26.13 26.26 29.59 27.41

Hall monitor 23.09 23.06 28.24 30.54

the proposed method in Table 7 are the same as those in Table 6. The proposed
method gives the highest PSNR results for the test sequences “Football” and
“Foreman”. These two sequences contain a large number of dynamic regions,
whereas the other two sequences (“Coast guard” and “Hall monitor”) are com-
posed of simple motion. “Coast guard” contains pure translation, while “Hall
monitor” is a sequence captured by a static camera. Since the DCT spectral
fusion method synthesizes HR video using motion estimation, any error in the
motion estimation could affect the quality of the synthesized videos. However, the
proposed method synthesizes the HR video without using motion information,
and thus gives the best results for the sequences with many dynamic regions.
As mentioned in Section 4.3.2, the quality of the videos synthesized using the
proposed method is dependent on the settings for d and n. However, the subjec-
tive quality of the synthesized video is satisfactory even when d and/or n are set
relatively low.

Figure 6 shows an original frame, (a) (e), the enlarged LR frame using bicubic
spline interpolation (b) (f), and the synthesized frame using the DCT spectral
fusion method 13) (c) (g). Figure 6 (d) (h) shows a synthesized frame using the
proposed method, where the image has been synthesized under the conditions d =
5 and n1 = n2 = 1,000. Thus this image is the same as Fig. 5 (a) (d). We can see
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(a) Original frame (e) Close-up of (a)

(b) Bicubic spline (f) Close-up of (b)

(c) DCT fusion 13) (g) Close-up of (c)

(d) Proposed method (h) Close-up of (d)

(d = 5, n1 = n2 = 1, 000)

Fig. 6 Comparative results (Test sequence “Foreman” 45th frame).

Fig. 7 PSNR variation for test sequence “Foreman”.

in Fig. 6 (d) (h) that the diagonal edge in the background is sharply synthesized.
However, in the central part in Fig. 6 (h) the edge is blurred, similar to the image
synthesized using bicubic spline interpolation (Fig. 6 (b) (f)). The reason for this
is that the central part does not have sufficient contrast to reconstruct texture
(i.e., c�

q < θc), and thus SR is not carried out. In Fig. 6 (h) the texture of the
wall behind the man is not synthesized for a similar reason.

Figure 7 shows the temporal variation in PSNR when comparing the proposed
method and conventional methods for the test sequence “Foreman”. Gaps in the
line in Fig. 7 correspond to key frames. If the conventional method (DCT fusion)
is used, the error in the motion estimation accumulates as the time gap between
the synthesized and key frames increases. Therefore, the PSNR value varies
greatly. As for the proposed method, the transition of PSNR is moderate because
motion estimation is not carried out, i.e., any error in the motion estimation does
not affect the results. The PSNR value for the proposed method remains high,
irrespective of the time gap between the synthesized and key frames.

5. Conclusion

In this paper, we introduced several ideas to improve the efficiency of learning-
based SR algorithms. To construct a compact database, we adopted a feature
vector using DCT coefficients and data selection procedures. We showed through
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experimental results that both the memory requirement and computational cost
can be reduced, while preserving the quality of the synthesized video. We also
conducted comparative experiments to verify the superiority of the proposed
method over conventional methods.

We assumed in this paper that the input data is obtained from a dual sensor
camera. However, if we could obtain a pair of images with different resolutions by
other means, our method would not necessarily require the dual sensor camera.
Many of the latest digital cameras and cellular phones can capture both HR
still images and LR video sequences by switching between shooting modes. For
example, if the training set can be generated from still images captured under
the still mode, our method can enhance the resolution of the LR video sequence.
In future work we plan to adopt the proposed method by modifying the problem
formulation considered in this paper.
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