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Abstract: This study is intended to encourage appropriate social norms among multiple agents. Effective norms, such
as those emerging from sustained individual interactions over time, can make agents act cooperatively to optimize their
performance. We introduce a “social learning” model in which agents mutually interact under a framework of the coor-
dination game. Because coordination games have dual equilibria, social norms are necessary to make agents converge
to a unique equilibrium. As described in this paper, we present the emergence of a right social norm by inverse rein-
forcement learning, which is an approach for extracting a reward function from the observation of optimal behaviors.
First, we let a mediator agent estimate the reward function by inverse reinforcement learning from the observation of a
master’s behavior. Secondly, we introduce agents who act according to an estimated reward function in the multiagent
world in which most agents, called citizens, have no way to act. Finally, we evaluate the effectiveness of introducing
inverse reinforcement learning.
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1. Introduction

For a modern society with extended diversification of individ-
ual values and globalization in progress, the necessity for so-
cial norms is increasing as a common action agenda. A social
dilemma is considered cancelable by sharing appropriate social
norms among agents, so that its property and generation mech-
anism attract attention as study subjects. A social norm here
implies an action strategy that arises spontaneously in an itera-
tive process of interactions among agents, and which promotes
agents’ coordination to improve the performance of the entire sys-
tem if the norm is common and an effective one. We have been
involved in urban planning where there are many cases, such as
a little common rule which makes people’s flow smoothly. For
example, Sen et al. [1] takes the case: i.e., which side of a road
a car should move along when two cars meet on a road in a co-
ordination game context. Therefore, in this study, it is assumed
that the agents in society learn based on rewards, and we aim at
urging its generation in response to the demand of an appropriate
social norm as described above. This paper adopts Q-learning,
one method of reinforcement learning for designing an agent’s
rules, to generate a social norm from the bottom-up. Specifically,
a reward function is inferred by inverse reinforcement learning
from the optimal action sequence.

We focus on an environment in which multiple agents iter-
ate interactions locally, and formulate such an interaction among
agents by a coordination game. Multiple Nash equilibria might
exist in a coordination game, where each agent chooses a mu-
tually differing equilibrium point and the performance, from a
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global perspective, drops.
Methods for converging such equilibria into one are divisi-

ble roughly into the following two approaches: establishing di-
rect communications among agents, such as the introduction of
the mechanism of planning negotiation and consensus building
among agents, and generating an appropriate social norm that
leads the whole system to one balance with no direct consen-
sus building. This study specifically addresses the latter, then we
define the urge to generate of a social norm such as “encourage-
ment.”

To encourage of the right social norm, three kinds of agents:
master, mediator, and citizen, are introduced. Master takes action
in alignment with the social norm to be achieved. Master knows
the ideal situation of the environment, and then pursues a vision.
However, he does not know how other people are made to follow.
Then, the mediator will learn an incentive which is required to
spread the master’s policy throughout the system. Here, an in-
centive is calculated in terms of reward by inverse reinforcement
learning. The reward function, which is estimated by inverse re-
inforcement learning, will be effective not only to make the me-
diator achieve the master’s policy but also to make other people,
we call them citizen, behave the same way as the master’s.

In Section 2, our problem domain is defined and the related
work is introduced. In Section 3, our proposed method, which
is to encourage a common social norm by inverse reinforcement
learning, is explained. The estimated reward function by media-
tor is shown in Section 4, and in Section 5, it is verified whether
a social norm is encouraged by comparing with an environment
only with agents who carry out Q-learning. Finally, in Section 6,
conclusions and directions for future work are presented.
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2. Problem Domain

2.1 Coordination Game
Agents i, j (i � j) have an identical strategy set {S 1, S 2} in a

coordination game. Each agent chooses one strategy simultane-
ously, and acquires payoffs based on Table 1. Table 1 is a regular-
ized payoff matrix of a coordination game with the off-diagonal
element as 0, and v1 > 0, v2 > 0 are realized. The Nash equilibria
of a coordination game are expressed as (S 1, S 1) and (S 2, S 2).
Case (1) v1 > v2 (S 1, S 1) is Pareto optimal and designated as
a Pareto superior solution. A rational choice is S 1. The greatest
payoff v1 is acquired if an adversary’s action is S 1. However, a
Pareto superior solution is not necessarily implemented, because
it is favorable to choose S 2 when an adversary chooses S 2.

An appropriate social norm for choosing S 1 is necessary to im-
plement a Pareto superior solution in this type of game.
Case (2) v1 = v2 Two Nash equilibria are identical. There
exists neither temptation nor risk when choosing the action. Ac-
cordingly, a problem exists by which the optimal action cannot be
specified from a payoffmatrix. A social norm as an action agenda
common to all the agents for choosing either S 1 or S 2 is required
in this type of game. This paper specifically examines this latter
case.

2.2 Learning a Social Norm
2.2.1 Environmental Model

This paper follows the setting of multiagent system environ-
ments [1], [2].

Spatially distributed multiple agents iterate coordination games
locally. An adversary of each agent is chosen randomly from
among agents positioned in the neighborhood each time. Then
each agent learns by obtaining payoff in the game as a reward.
The agent cannot distinguish itself as an adversary at this time,
but can sense his action. Sen et al. [1] modeled this situation as
“learning the rule of which side on the road to drive on,” and de-
fined it as “Social Learning,” meaning to learn which side of the
road a car should move along when two cars meet on a road in a
coordination game.

A two-dimensional torus grid shown in Fig. 1 is used as a space

Table 1 Normalized payoff matrix.

i \ j S 1 S 2

S 1 v1, v1 0, 0

S 2 0, 0 v2, v2

Fig. 1 Location of agent in torus-grid graph.

structure, in which the location of agents is fixed, but where each
agent plays a game with an agent positioned in the neighborhood
(hereinafter designated as a neighboring agent), where a neigh-
boring agent means an agent positioned within distance D from
the agent concerned, and where D is expressed in Manhattan dis-
tance. The number of neighboring agents nD is given as shown in
Eq. (1).

nD =

⎧⎪⎪⎨⎪⎪⎩
4 (D = 1)
4D + nD−1 (D ≥ 2)

(1)

Table 2 shows the payoff matrix of the coordination game
used in this paper. Let the action set for agents i, j (i � j) be
A = {L,R}. A social norm is regarded as generated when the
whole system converges to L or R.
2.2.2 Agent Model

Q-learning [3], one method of reinforcement learning, is used
to design an agent’s rules. An agent senses state s ∈ S, and
chooses action a ∈ A(s) based on policy π, where S is a set of
states to which an environment can transit, and A(s) is a set of
actions selectable at state s. An agent receives reward r after a
choice of action, and senses a new state s′. Then Q-learning up-
dates Q(s, a), the value of state s and action a, with Eq. (2), where
α (0 < α ≤ 1) is a learning rate, γ (0 ≤ γ ≤ 1) is a discount rate,
and k is the number of times when a is chosen at s and Q(s, a) is
updated :

Qk+1(s, a) = Qk(s, a)

+ α

{
r + γ max

a′∈A(s′)
Qk(s′, a′) − Qk(s, a)

}
. (2)

Setting the state and the reward is shown below.
State Let the combination of one’s own action ai and an adver-
sary’s action a j during past l steps be (ai

t−l, a
j
t−l, a

i
t−l+1, a

j
t−l+1, . . . ,

ai
t−1, a

j
t−1). The number of states is 22l. The state set S is pre-

sented in Table 3.
Reward Payoff defined by Table 2 is given as reward r.

Let one step be an update of Q-value by all the agents once.
One trial consists of T steps. The procedure of one step is shown
in Fig. 2, where n is the number of agents and n > 3.

2.3 Preliminary Experiment
The influence of the distance from a neighboring agent D

Table 2 Coordination game of our setting.

i \ j L R

L 1, 1 −1,−1

R −1,−1 1, 1

Table 3 S: Set of states.

0 –

1 s1: LL s2: LR s3: RL s4: RR

s1: LLLL s2: LLLR s3: LLRL s4: LLRR
2 s5: LRLL s6: LRLR s7: LRRL s8: LRRR

s9: RLLL s10: RLLR s11: RLRL s12: RLRR
s13: RRLL s14: RRLR s15: RRRL s16: RRRR

.

.

.
.
.
.

l ai
t−la

j
t−la

i
t−l+1a j

t−l+1 . . . a
i
t−1a j

t−1
.
.
.

.

.

.
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Fig. 2 Update procedure of Q-value (one trial).

Fig. 3 Transition of average payoff r̄ (ε = 0.0).

on the generation of a social norm was verified using the two-
dimensional lattice of N = 100, or 10 × 10 agents. This experi-
ment compared cases D = 1 and D = 10, in which the numbers of
neighboring agents nD were n1 = 4 and n10 = 99, respectively. As
for the parameter setting in Q-learning, the state variable was not
examined (l = 0), learning rate α = 0.1, discount rate γ = 0.9, and
the ε-greedy method of ε = 0.1 was used for action selection. 100
trial experiments were conducted with a different random number
seed. The average payoff of these 100 trials was evaluated as a
result.

The transition of the global mean acquired payoff at each step
r̄ is shown in Fig. 3. Each value of Fig. 3 is computed as follows.
After updating the Q-value with ε = 0.1 at each time step, each
agent selects an action based on this Q-table with ε = 0.0. Then
we check the payoffs r of agents’. We repeat this process 500
times, and calculate their average as payoffs r̄ of each step. If
r̄ = 1.0, it means that a social norm has emerged in the system.
In each case of D = 1 and D = 10, the percentage where the
social norm emerged was 58% and 80%, respectively. That is,
the intended social norm is not always generated. When the so-
cial norm occurs in D = 1 and D = 10, the required numbers of
average steps are 2,938.0 and 22.0, respectively.

Figure 3 demonstrates that r̄ rises earlier in the case of D = 1
compared with D = 10, but a social norm is generated quickly in
the case of D = 10. Because the number of neighboring agents
nD is small in the case of D = 1, there is little influence on the
change to each agent’s adversary (strategy) each time. Accord-
ingly, learning progresses more quickly than D = 10, so that r̄

rises earlier. However, each agent is involved in such a narrow
region that a local equilibrium is apt to be implemented. It takes
time until it is eliminated by either Nash equilibria. Neverthe-
less, because the spatial relation does not limit adversary agents
in D = 10, the whole system tends to converge as one of the Nash
equilibria, so that a social norm is generated more quickly than
in D = 1. Although not shown in the result, a social norm was

confirmed to be generated more quickly in D = 10 in the cases of
state representation l = 1, 2.

The D = 1 and D = 10 cases can be expressed respectively
as a two-dimensional grid and a complete graph by tying agents
to play a game with a link. That is, the generation rate of a so-
cial norm is strongly affected by a network structure. However,
various network structures in the real world demand that social
norms be generated as early as possible, irrespective of the net-
work structure. Consequently, an approach for encouraging a so-
cial norm in the environment of D = 1 of slow social norm gen-
eration is discussed henceforth in response to this result.

2.4 Related Work
Studies that elucidate the generation mechanism of social

norms by a mathematical model are attracting attention [4], [5].
Oura [6] classified problems of how to establish an orderly sys-

tem according to game theory, and analyzed factors for generat-
ing social norms and sustaining the order from the perspective
of evolutionary game theory, which analyzes the transition of a
social state expressed by strategy distribution, and which can elu-
cidate emergence phenomena occurring in the process of strat-
egy evolution. However, discussion about social norms taking
the selfishness of an agent into consideration presumably requires
a bottom-up approach using reinforcement learning in which an
agent has adapted to an environment from past experience as a
lesson, thereby learning an action rule directly from a reward.
Moreover, the viewpoint of multiple robotic control anticipates
that the norm generation method using reinforcement learning in
which an agent can acquire an action rule autonomously is appli-
cable to the acquisition of coordinate action for a robot.

There have been previous studies of social norm generation by
reinforcement learning [1], [2]. Sen et al. [1] demonstrated that a
social norm is generated while each agent learns from past expe-
rience and is adapted for environment, in an environment where
multiple agents iterate coordination games locally. Mukherjee et
al. [2] showed that the spatial relations among agents affect the
generation rate of social norms. These studies are centered on the
discussion of phenomena, such as analyses of parameters related
to social norm generation, whereas this study aims at encouraging
an appropriate social norm.

Tuyls et al. [7] presented that an agent’s individuality and so-
ciality emerge in an environment where a payoff matrix varies by
reinforcement learning. Although an approach by which sociality
without consideration of communication among agents is shared
by this study, this paper does not take an agent’s individuality into
consideration, and assumes that a payoff matrix is invariant with
time.

3. Encouraging Social Norms

An approach to encourage social norms using inverse rein-
forcement learning (IRL) is proposed. This chapter presents a
description of inverse reinforcement learning.

3.1 Inverse Reinforcement Learning
Reinforcement learning is a method by which an agent acquires

an action rule autonomously based on a reward provided from the
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environment. It is advantageous because it anticipates the discov-
ery of a solution that is superior to both automation and simpli-
fication of a control program, and hand coding [8]. However, it
entails problems by which learning performance is strongly de-
pendent on the mode of providing a reward, and that it is unknown
how to provide an effective reward for implementing an expert’s
skill in a robot. Consequently, establishment of a reward design
problem remains as a subject for further investigation [9].

Inverse reinforcement learning was defined originally by
Russel [9] as a problem that determines a reward function given
the optimal action sequence and environment model. Various ap-
proaches have been proposed [10], [11], [12]. Ng et al. [10] re-
ported an approach for estimating a reward function using lin-
ear programming for an environment with finite state space, and
the Monte Carlo method for an environment with an infinite state
space. Abbeel et al. [11] reported the approach of “Apprentice-
ship learning” in which the optimal policy is acquired in the pro-
cess of presuming a reward function. Natarajan et al. [12] pre-
sumed multiple reward functions in a multiagent environment,
and proposed an approach for controlling the behaviors from a
global perspective.

This study adopts the inverse reinforcement learning method
of a finite state space proposed by Ng et al. [10] as described in
Section 3.2. This study, in spite of the multiagent environment,
adopts a bottom-up approach by which each agent estimates a re-
ward function and ignores global control. Therefore the approach
of Natarajan et al. is not adopted.

Syed et al. [13], who introduced inverse reinforcement learning
into game theory, presumed the reward function of an adversary
as unknown by inverse reinforcement learning, and proposed a
policy acquisition method with the policy of an adversary exam-
ined. This paper also introduces inverse reinforcement learning
into game theory, where inverse reinforcement learning is used as
a reward design problem that estimates a reward from the action
sequence of an agent who knows the optimal action.

3.2 Inverse Reinforcement Learning in Finite State Space
Let a1 be the optimal action at state sm (m = 1, 2, . . . ,M). The

reward function R′ is inferred by solving the linear programming
problem of Eq. (3). Reward function vector R′ in Eq. (3) is given
by reward r′sm

of state sm, expressed by Eq. (4). State transition
matrix Pa is an M×M matrix given by state transition probability
Pa

ss′ of action a. Pa is expressed by Eq. (5), where the probability
of taking action a to transit from state sm to sm′ is Pa

mm′ .
Pa(m) represents the m-th row vector of Pa. λ is a penalty co-

efficient. A state of high value can be extracted by enhancing λ.
R′max (> 0) is a value set as restrictions of a reward.

maximize:
M∑

m=1

min
a∈A\a1

{(Pa1 (m) − Pa(m))

(I − γPa1 )−1R′} − λ||R′ ||1 (3)

s. t.: (Pa1 − Pa)(I − γPa1 )−1R′ � 0 ∀a ∈ A\a1

|rsm | ≤ R′max m = 1, . . . ,M

R′ = (rs1 , . . . , rsm , . . . , rsM )T (M × 1Vector) (4)

∴ ||R′ ||1 = max
1≤ j≤n

M∑
i=1

|r ji| =
M∑

i=1

|rsi|

Pa =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Pa
11 Pa

12 . . . Pa
1m . . . Pa

1M

Pa
21 Pa

22 . . . Pa
2m . . . Pa

2M
...

...
. . .

...
. . .

...

Pa
m1 Pa

m2 . . . Pa
mm . . . Pa

mM
...

...
. . .

...
. . .

...

Pa
M1 Pa

M2 . . . Pa
Mm . . . Pa

MM

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5)

The inverse reinforcement learning method is used on the
premise that environment models such as a state transition proba-
bility are known. However, because the state transition probabil-
ity Pa

ss′ is often unknown in the multiagent environment described
in this paper, application of the inverse reinforcement learning
method requires the presumption of a state transition probability
by observation.

Herein, we present two computing approaches used for esti-
mating a state transition probability.
(1) Approach based on the Bayesian estimation [14]
Let P̂a

ss′ be the estimate of state transition probability Pa
ss′ , which

is determined by Eq. (6).

P̂a
ss′ =

Cs′ + 1
Ca + Ms

(6)

Therein, Cs′ denotes the number of times the transition to state s′

from state s by taking action a, Ca is the number of times action a

at state s is taken, and Ms is the number of states that can be tran-
sited to form state s, in Eq. (6). This approach is used under the
assumption that P̂a

ss′ is random when Ca is small. However, when
Ca is large, P̂a

ss′ tends to the fraction of cases of taking action a at
state s to transit to state s′. Thereby the result is reflected by the
amount of knowledge obtained by experience.
(2) Approach determined by the fraction of observational data
The estimate P̂a

ss′ of state transition probability Pa
ss′ is determined

according to Eq. (7).

P̂a
ss′ =

⎧⎪⎪⎨⎪⎪⎩
Cs′
Ca

(Ca � 0)

0 (Ca = 0)
(7)

Equation (7) nulls all the estimates P̂a
ss′ of the state transition

probability not observed by this approach, so that the presump-
tion of a reward function by inverse reinforcement learning is un-
affected. This approach is adopted in this paper.

3.3 Proposed Model
3.3.1 Definition of an Agent

Agents of three types, master, mediator, and citizen, are set
up to introduce inverse reinforcement learning. The definition of
each agent is described below.Ma,Me, C respectively represent
a set of master, mediator, and citizen that comprises elements ma,
me, and c.
• master (ma ∈ Ma)

Agents who take optimal action a1.
• mediator (me ∈ Me)

Agents who act based on state value V(s) obtained from R′,
as estimated by inverse reinforcement learning by observing
of the action sequence of the master.

• citizen (c ∈ C)
Agents who carry out Q-learning based on reward r defined
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Fig. 4 Encouragement of a social norm via inverse reinforcement learning.

in Table 2.
As mentioned in Section 1, a master knows the ideal situa-

tion of the environment and acts optimally. However, he does
not (or cannot) explain the reason why his actions are desirable
in a quantitative way. For example, the principal of a school is
regarded as a master who walks along the right side of a passage.
However, there are few opportunities to show quantitatively why
right-hand traffic is beneficial to a student from the viewpoint of
an interaction with other pedestrians. On the other hand, teach-
ers should explain right-hand traffic to the students through in-
teraction. They do not know the value of each state-action be-
fore applying inverse reinforcement learning. As for the students,
whichever side is not a problem, but they will opt for the side
which is the safest based on their experience. They only learn
from the environmental reward. Therefore, when a teacher walks
on the right-hand side, the reward obtained by the student walk-
ing along the right becomes high, making the student walk along
the right as well.
3.3.2 Introduction of Inverse Reinforcement Learning

Figure 4 indicates the flow of the introduction of inverse rein-
forcement learning. Encouragement of a social norm by inverse
reinforcement learning is conducted in the following two steps.
( 1 ) c′ ∈ C′ (⊆ C) of a fraction of p (0 ≤ p ≤ 1) is chosen from

existing agents *1. Each chosen c′ plays a coordination game
with ma iteratively. c′ estimates the reward function R′ from
the observed action sequence of ma.

( 2 ) After c′ estimated reward function R′, c′ turns into me, which
acts based on the state value V(s) obtained from R′, and af-
fects the learning of c.

4. Estimate of Master’s Reward Function R′

4.1 Experimental Settings
An experiment is conducted in which c′ chosen from the envi-

ronment with a fraction of p plays a coordination game of 10,000
iteration steps with ma, and c′ estimates the reward function R′ of
ma.

Let the discount rate γ = 0.9 and R′max = 1.0. Let the penalty
coefficient λ = 0 or λ = 4. Setting of the action criteria and states
are as follows.
Criteria of Master’s Action ma chooses the action of the ad-

versary 1 step before the present while c′ acts at random.
ma takes the action following that of c′ with no information
related to the environment.

State Space of Master’s The state representation of Table 3 is
obeyed, where agents i and j are replaced respectively by
ma and c′. This experiment uses l = 1 of l = 2, and aims

*1 Initially all agents are citizen.

Fig. 5 R′: Estimated reward function of master’s.

Fig. 6 Set of states of which has higher reward at λ = 0.

at acquiring a reward function that takes iteration into con-
sideration by adopting the action sequence of the past game
as a state. Moreover, an initial state is generated at random
for every step because it is necessary to observe a transition
among all the states.

4.2 Experimental Results
Estimated reward function R′ is shown in Fig. 5, where state

sm is along the horizontal axis and estimated reward r′sm
along the

vertical axis. Figure 5 (a) shows that all the r′sm
are identical in the

case of l = 1. This is true because no deviation occurs in the ob-
served state transition, so that no valuable state is detected even if
λ is increased. Table 2 implies that s2, s3 are states in which the
payoff of −1 is presumed be acquired. Therefore, misunderstand-
ings have arisen. Consequently, this result suggests that l = 1 is
an inappropriate state representation.

However, Fig. 5 (b) shows that r′sm
of states that can be transi-

tioned from no state {s3, . . . , s6,s11, . . . , s14} is 0, and r′sm
of states

in which the transition observed {s1, s2, s7, . . . , s10, s15, s16} is 1,
in the case of l = 2, λ = 0. Furthermore, when a reward of 1 is
obtained according to Table 2 at time t−2, then states that take the
same action at time t − 1 {s1, s2, s15, s16} are detected as valuable
states in the cases of γ = 0.9, λ = 4 of Fig. 5 (b).

An example of state transition observed in the case of l = 2
is portrayed in Fig. 7, which demonstrates transition from state st

to the next state st+1, as indicated by an arrow. States in gray
{s1, s2, s7, . . . , s10, s15, s16}, at which transition is observed, are
detected as r′sm

= 1 at λ = 0. The discount rate γ in reinforce-
ment learning can be treated as a parameter that determines the
value of a state to be transited next in inverse reinforcement learn-
ing, as well as a parameter that determines the current value of a
reward expected to be obtained in the future. Accordingly, states
s1 and s16 that loop into the same state shown by the frame in
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Fig. 7 Example of state transition in the case of l = 2.

Fig. 7 and states s2, and s15 which are observed to transit from s1

and s16 are presumed to be detected as states with a high value,
under the influence of γ = 0.9 in the case of λ = 4.

5. Mediator and Citizen

5.1 Experimental Settings
C′ with reward function R′ estimated in Section 4 is introduced

into the environment as Mediator, and it is verified whether a
social norm is encouraged. An environment with a number of
agents N = 100 and D = 1 is used. Mediator’s arrangements of
four types shown in Fig. 8 are adopted, and Mediator’s fraction p

is p = 0.00, 0.04, 0.25, 0.50, and 1.00. Settings of action criteria
and states are as follows.
Criteria of Mediator’s Action Mediator (me) with reward

function R′ estimated from a master has a value function
V(sm) of state sm as V(sm) = r′sm

, and acts greedy according
to V(sm). Citizen (c) with learning rate α = 0.1 and discount
rate γ = 0.9 conducts Q-learning with the ε-greedy method
of ε = 0.1 for action selection.

State Space of Mediator Both me and c obey Table 3. For
l = 1, because all values of the state value function of Me-
diator V(s) are identical, it is confirmed by experimentation
that random action is implemented and that there is no effec-
tive influence on the learning of c. Consequently, l = 2 and
λ = 0, 4 are adopted according to the result presented above.

100 trial experiments with a different random number seeds
were conducted. As we explained in section 2.3, we checked the
payoffs r of agents’ 500 times with ε = 0.0 by using a different
random number seeds after updating the Q-value with ε = 0.1.
The reason why we take the average over 1,000 times is to exam-
ine the influence of the different combinations of the adversary
agents. When the averaged value r̄ becomes 1.0 at t steps, a so-
cial norm is regarded as generated at step t which is called Te.

In the case of p = 1.0, because all the agents are acting greedy
as Mediator, when r̄ is 1.0 during the 500 steps after Te, a social
norm is regarded as generated at Te. When the arrangement of
Mediator is random, a total of 100 trial experiments is conducted
with 10 kinds of different arrangements and 10 trials at each ar-
rangement.

5.2 Experimental Results
The average of step Te at which a social norm is generated in

100 trials is shown in Fig. 9, where the fraction of Mediator p is
along the horizontal axis and Te is along the vertical axis. The

Fig. 8 Variety of Mediator arrangements.

Fig. 9 Average number of required steps for emerged social norm.

scale of the vertical axes is not the same. Trials were excluded
from which no social norm occurred through 1,000,000 steps,
which include “45 trials at λ = 0 and p = 1.00,” and “4 trials
at λ = 0, uniformity arrangement, and p = 0.50.”

5.3 Discussion
The results demonstrate that the reward function R′ obtained

at λ = 0 is ineffective at any trial. Here, we discuss the typical
drawback of the λ = 0. In the case of λ = 0, the estimated re-
ward function is shown in Fig. 5 (b). Comparing with the case of
λ = 4, there are additional states, S 7, S 8, S 9, S 10, which are re-
garded as the states which bring about a higher reward. In Fig. 6,
the above four states representations are shown to examine this
drawback. All of these four states have the rule - If adversary’s
action at time t is different from my action, then I change my ac-
tion to meet the adversary’s. This rule causes fluctuation in the
agents’ behavior. Especially, in the case of “random” action is
changed in each time step because there are few opportunities for
me adjoin mutually. The reason why Te of the “local” and “belt”
arrangement are comparatively small is that me adjoins mutually
in these cases. The following cases are mostly brought about be-
cause the high reward were assigned to the four states shown in
Fig. 6.

In the case of p = 0.04 and p = 0.5, Te is higher than the
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Fig. 10 The examples of social norm creation.

case of smaller value of p in the random arrangement. Not only
for the both cases, the fluctuation of agents’ behavior in the ran-
dom arrangement takes place frequently. Therefore, the standard
deviation of Te is larger than other cases’.

In the case of λ = 0 and p = 1.0, the whole system converges to
a state in which adjoining agents take either L or R alternately in
a trial where no social norm is generated, as shown in Fig. 10 (a).
Filled and open circles in Fig. 10 (a) respectively denote that an
agent takes L and R action.

In the case of λ = 0, uniformity arrangement, and p = 0.50,
Fig. 10 (b)-(i) presents the arrangement of Mediators. When the
whole system converges to neither equilibrium but falls into
a local equilibrium, me tends to be a boundary, as shown in
Fig. 10 (b)-(ii), where filled and open circles represent an agent
who takes L and R action, respectively, and gray circles repre-
sent me positioned at a boundary. Because such me positioned at
a boundary adjusts itself with each equilibrium, its action is un-
determined. Consequently, it is confirmed that no social norm is
generated as a result.

On the other hand, Fig. 9 (b) has verified that a reward func-
tion obtained at λ = 4 generates a social norm more quickly
than p = 0.00 with no Mediator in any combination of Media-
tor arrangements and fraction p. This result demonstrates that the
proper setting of λ implements an effective social norm encourag-
ing method by introducing of inverse reinforcement learning. An
arrangement for quick social norm generation varies with Medi-
ator fraction p. Accordingly, it is necessary to examine the influ-
ence of the arrangement of a Mediator that promotes social norm
generation.

6. Conclusion and Future Work

This study specifically examined an environment in which spa-
tially distributed agents interact locally and aims to generate and
encourage an appropriate social norm.

First, the influence of an agent’s spatial relation on the gener-
ation rate of a social norm was observed using Q-learning: one
method of reinforcement learning to design an agent’s rules. Then
the necessity for encouraging a social norm was described based

on the result.
Next, agents acting according to a state value determined us-

ing a reward function estimated by inverse reinforcement learning
was introduced into the environment. It was confirmed that a so-
cial norm was encouraged by providing state representation and
a penalty coefficient λ properly. It was demonstrated that inverse
reinforcement learning can be introduced to design a reward for
encouragement of a social norm based on this result.

Our future work shall include investigation of the effective
arrangement of Mediators and the effective mode of giving a
penalty coefficient verified experimentally in the present study.
Moreover, we will examine whether the social norm encourage-
ment method by the introduction of inverse reinforcement learn-
ing is effective in other game environments or with other network
structures, such as a small world network.
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