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Abstract: This study proposes that there are two main problems which several works challenging the issue of cooper-
ation have not assumed. Firstly, those works basically employ the best decision that every player knows all information
regarding the payoff matrix, and selects the strategy of the highest payoff. Secondly, as Ohdaira and Terano also insist,
when we represent specific tendering based on the model of game theory, we confront the restriction that a player can
submit only a move in a match. Considering those issues, this paper enhances Ohdaira’s previous discussion of the
altruistic decision by newly introducing the notion of the bounded rationality which is essential for recognizing the
decision with some compromise in limited information. Utilizing the model of match between two groups with the
evolutionary process, this study shows that each group establishes cooperation of a high level in comparison with the
previous study employing the second-best decision. In addition, showing the detailed sensitivity analysis regarding the
probability of the rational decision and the probability of mutation in the evolutionary process, this paper also reveals
that the small probabilistic rational decision (a little selection of the strategy of the first grade) has an effect on the rapid
collapse of cooperation, while the growth of defection does not keep pace with the rate of that collapse. Moreover, this
study exhibits that the change of the probability of mutation in the evolutionary process has a moderate effect on the
speed of the collapse of cooperation.

Keywords: 2130601 Agent designs, architectures, and theories, 2130604 Agent-based simulation, 2130606 Agent-
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1. Introduction

Cooperation in the prisoner’s dilemma game has been the most
challenging theme for scientists dealing with social conflicts of
interests. When the players engaged in the interactions of the
prisoner’s dilemma game are rational, they drop into the state
of Nash equilibrium where each player cannot increase his/her
payoff unless he/she changes his/her strategy. Therefore, an ad-
ditional rule is necessary to escape from the state and to estab-
lish mutual cooperation. Nowak [1] presents five rules for the
evolution of cooperation as follows; kin-selection [2], direct reci-
procity [3], indirect reciprocity [4], [5], [6], [7], [8], network reci-
procity [9], [10], [11], [12], [13], [14], [15], [16] and group (mul-
tilevel) selection [17]. Kin-selection indicates that natural selec-
tion can favor cooperation if the donor and the recipient of an
altruistic move are genetic relatives. Direct reciprocity proposes
that if the same two individuals repeatedly encounter, they might
cooperate with each other. In indirect reciprocity, an individual
helping someone establishes a good reputation, and he will be
rewarded by others. Network reciprocity is based on the assump-
tion that real populations are not well mixed, and implies that
some individuals interact more often than others. Group selec-
tion has a mechanism of selection of two stages. Selection on the
lower level (within groups) favors defectors, whereas selection on
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the higher level (between groups) favors cooperators.
For each rule, Nowak also provides simple rules for deciding

whether natural selection leads to cooperation. Even if utiliz-
ing simple Markovian or one step conditional strategy (like Tit-
For-Tat or Pavlov), a system with network reciprocity can escape
from Nash equilibrium [16]. Of course, there are also some other
rules; i.e., tag for the distinction [18], [19], [20], or costly pun-
ishment [21], [22]. The following is a brief explanation regard-
ing those rules. Tag is the framework to distinguish players by
each identifier. Players can check the identifiers of others, and
know whether opponents are cooperative or not. Costly punish-
ment means that players pay a certain cost to punish free rid-
ers, and hence it enables players to build mutual trust. Wang et
al. [23], [24] have recently found that sparsity may become a rule
resolving social dilemmas, especially when the density of popu-
lation is close to the percolation threshold of the underlying net-
work reciprocity.

In addition to the above arguments, many papers have revealed
that coevolution between strategy and network reciprocity favors
cooperation. The area of research regarding this topic expresses
enormous progress in recent years [25], [26], [27], [28], [29],
[30], [31], [32], [33], [34], [35], [36], [37]. The fundamental pa-
pers on this subject [25], [26], [27], [28] consider that either a ran-
dom or an intentional rewiring process contributes to maintaining
cooperation. Pacheco et al. [29] discuss the case where individu-
als are different in their capability of searching new interactions.
The review [30] surveys recent studies regarding coevolutionary
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games, and shows that coevolution has effects on the interaction
network, the capability of reproducing players, their reputation,
mobility or age.

We can also list some latest papers regarding this topic
as follows [31], [32], [33], [34], [35], [36], [37]. Poncela et
al. [31] show that a coevolutionary preferential attachment (where
a new player can make connections to either the randomly se-
lected player or the player succeeded in the past) and growth
scheme generate complex networks where cooperation survives.
Szolnoki and Perc show that simple coevolutionary rules may
lead to highly heterogeneous distributions of instructive behavior
which contributes to cooperation [32]. Szolnoki et al. [33] present
that there is an optimal maximal degree regarding the promotion
of cooperation. Szolnoki and Perc also consider the dynamics
of deletion and addition of links in interaction networks [34], and
exhibit that the coevolutionary rule between the adoption of a new
strategy and either the deletion or addition of links has a strong ef-
fect on the promotion of cooperation [35]. The studies [36], [37]
introduce the diversity to adverse interactions of individuals, and
suggest that swift reactions to adverse ties evolve in the situation
of the prisoner’s dilemma.

At this point, it should be noticed that interactions can be clas-
sified into two types regarding which rule described above ef-
fectively facilitates cooperation. That is, one is pairwise interac-
tions in which two players engage (like the prisoner’s dilemma
game), and the other is referred to as group interactions that sev-
eral players can attend at the same time (like the public goods
game). For example, Nowak’s five rules, especially direct reci-
procity, indirect reciprocity and network reciprocity are effective
mainly in pairwise interactions, while costly punishment is effec-
tive in group interactions and loses its effect of facilitating coop-
eration in pairwise interactions. Nowak describes that costly pun-
ishment promotes cooperation, however, it is not the mechanism
for the evolution of cooperation because punishers cannot invade
the group of defectors. However, Fowler [21] exhibits a possible
solution for the emergence of punishers. He focuses on the fact
that participation is not always compulsory in many interactions
of public goods. Similarly, Rankin et al. [22] proposes that recent
studies regarding the evolutionary significance of costly punish-
ment [38], [39] are problematic, and that punishment still has the
possibility of becoming the rule for the evolution of cooperation.
Recent researches [40], [41] show that relaxing the fixed fine and
cost of punishment can explain both the spontaneous emergence
of punishment and its ability to prevent defectors.

Considering those discussions, this paper proposes that there
are two major unuttered problems in previous studies. The first
issue is that almost all the works dealing with cooperation employ
the best decision that each player knows all information regard-
ing payoff matrix, and selects the strategy of the highest payoff.
In practice, however, the decision is not perfectly rational in every
case, and includes some compromise. When making a decision,
we also confront the situation of limited information which can
be defined as a bounded rational condition. For example, some
compromise on income and holding closed relationships in lim-
ited information cause fixed collusive tendering (cooperation of
high level) in public works projects. Therefore, the inspection of

the property of cooperation based on such a decision with com-
promise is greatly significant.

As a candidate of such a decision with compromise, Ohdaira
and Terano have introduced the second-best decision [42], [43]
or the corrected decision [44], and investigated the property of
cooperation based on each decision. The second-best decision
means that every group only selects the strategy of the second-
grade as his/her representative strategy in his/her decision. The
corrected decision is the mechanism that every group corrects the
probability of selection for his/her representative strategy except
the first grade when his/her strategy of the first grade has an ex-
tremely high payoff in comparison with the strategy of the sec-
ond grade and lower. However, the author should point out here
that the studies [42], [43], [44] do not mention the notion of the
bounded rationality described above although these studies are
actually based on it.

The second issue is the restriction that a player can submit its
strategy of only one move in a match. Ohdaira and Terano also
refer to the problem, and they propose that it is necessary to ex-
tend the strategy when modeling the specific tendering of pricing
multiple bidding subjects (see Fig. 14 in Ref. [42] and Fig. 10 in
Ref. [43]). They propose that the prisoner’s dilemma game with
sequential strategy is the best solution for the problem, and that
this game can effectively describe the property of the evolution of
strategy with a small number of players [42].

On the basis of the above notion, this paper reconsiders the al-
truistic decision in Ohdaira’s previous works [45], [46] as a new
type of decision with compromise in a bounded rational condi-
tion, and also employs the framework of the prisoner’s dilemma
game with sequential strategy. The altruistic decision indicates
that each player selects his/her one representative strategy in
the same probability from his/her candidates of that strategy ex-
cept the best one. Those candidates surely include the second-
best strategy. Ohdaira’s previous works [45], [46] show that the
altruistic decision also facilitates cooperation in the prisoner’s
dilemma game with sequential strategy as the second-best deci-
sion does. However, the previous works [45], [46] do not mention
the notion of the bounded rationality and do not discuss the dis-
tinction between the altruistic decision and the second-best deci-
sion. Therefore, the detail of the altruistic decision has not been
resolved yet. As noted in the following section of the model, in
order to recognize the altruistic decision (and also the second-best
decision and the corrected decision) properly, we should intro-
duce the notion of the bounded rationality because in the model,
every group has a limited number of sequences of strategy and
does not know the payoff matrix of the game.

This paper enhances the previous works [45], [46] with the evo-
lutionary process by introducing the notion of the bounded ratio-
nality and showing the establishment of cooperation of a high
level in the prisoner’s dilemma game with sequential strategy in
comparison with the case employing the second-best decision.
In addition, the author shows the detailed sensitivity analysis re-
garding the probability of the rational decision and the proba-
bility of mutation in the evolutionary process described later. It
shows that the change of mutual cooperation (cooperation be-
tween two groups) induced by the small probabilistic rational
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decision (a little selection of the strategy of the first grade) is dif-
ferent from the change of mutual defection (defection between
them). This further experiment also exhibits that the value of the
probability of mutation in the evolutionary process moderately
influences those changes. In the following, first the author con-
structs the model of match between two groups utilizing the pris-
oner’s dilemma game with sequential strategy, and then shows
that the altruistic decision introducing the notion of the bounded
rationality universally has an effect on the promotion of mutual
cooperation and the suppression of mutual defection.

2. The Model

2.1 Prisoner’s Dilemma Game
The prisoner’s dilemma game (PDG) and the iterated prisoner’s

dilemma game (IPDG) are very popular, and often utilized for
modeling social conflicts of interests. The basic framework of
PDG is as follows. There are two players and they choose their
strategy (Defection or Cooperation). They are mutually sepa-
rated, so that each of them cannot know the strategy of the op-
ponent. After choosing their strategy, they get their payoff ac-
cording to the payoff matrix (see Table 1). The meaning of each
capital letter is as follows; T: Temptation to defect, R: Reward
for mutual cooperation, P: Punishment, S: Sucker’s payoff. PDG
requires the condition T > R > P > S, and the additional condi-
tion 2R > T + S should be satisfied regarding IPDG. As noted in
the introduction, mutual cooperation does not develop without an
additional rule in PDG. When all players are completely rational,
they reach the state of Nash equilibrium. That state is not desir-
able for players because they can get a higher payoff by mutual
cooperation.

In IPDG, there is no undefeated strategy, and then the effect
of strategy depends on the strategy of opponent. The pioneering
work of IPDG is Axelrod’s tournament. He reveals the essential
rules for the emergence of cooperation as follows [47], [48]. The
first is memory, that is, players remember the previous strategy
of their opponents. The second is reciprocity. Players must give
profit to each other; i.e. they must take the same action as the past
move of their opponents. The popular Tit-for-Tat (TFT) strategy
follows that rule. Players with TFT cooperate at the first iteration,
and then cooperate when their opponents cooperated, otherwise
they defect. Because players do not know how long the game
lasts, they tend to make allowances for their opponents (the ef-
fect of the ‘shadow of the future’). The study regarding IPDG
generally deals with a reaction pattern (ex. TFT) as strategy, and
discusses what strategy is successful. Many players will utilize
the successful strategy, and then it becomes the majority within
all reaction patterns.

2.2 Introduction of the PDG with Sequential Strategy and
Reconsideration of the Altruistic Decision

As noted in the introduction, the studies based on indirect reci-
procity or other rules employ the best decision. However, in the
real world, there are some situations like fixed collusive tender-
ing which does not seem to follow the best decision. Based on
that notion, this study introduces the PDG with sequential strat-
egy derived from the specific tendering [42], [43] and reconsiders

Table 1 Payoff matrix of the prisoner’s dilemma game.

Fig. 1 Outline of the prisoner’s dilemma game (PDG) with sequential strat-
egy. There are two groups respectively having n (= 8, in the sam-
ple) sequences of strategy. Every group plays the PDG with sequen-
tial strategy against the opponent group in n rounds, utilizing each
sequence of strategy of the same ID. At the end of the match of
all n rounds, each group determines his/her one representative strat-
egy in the decision. Based on his/her representative strategy, he/she
generates his/her n sequences of strategy of the next generation, and
plays the match again.

the altruistic decision in Ohdaira’s previous works [45], [46]. The
PDG with sequential strategy is the extension from standard PDG
to parallel successive game. Sequential strategy regulates every
action for finite bouts of PDG. In the PDG with sequential strat-
egy, evolution of strategy does not start from a finite set of reac-
tion patterns as in the IPDG studies. The initial state is a com-
pletely random sequence, and also has much variety. The PDG
with sequential strategy does not explicitly have the information
regarding the past move of the opponent which is different from
IPDG. However, the information is implicitly informed as to the
resulting payoff of each round. The basic framework of the PDG
with sequential strategy is illustrated in Fig. 1 and listed below.
• There are two different groups respectively having n se-

quences of strategy with ID u (1 ≤ u ≤ n). Every sequence
of strategy describes the behavior of a group in each bout
of PDG. All sequences of strategy are initialized as random
sequences.

• Every sequence of strategy of the group i is an array whose
length equals L shown as the following Eq. (1). Each charac-
ter represents the strategy of one bout (D: Defection, C: Co-
operation). Where D or C means the component vector, it is
expressed as (0 1) or (1 0).

S i(u) =
{
αL

i (u)
∣∣∣αi(u) ∈ {D,C}, 1 ≤ u ≤ n

}
(1)

The two groups play the PDG with sequential strategy utiliz-
ing their sequences of strategy of the identical ID. However, se-
quences of strategy of the two groups with the same ID are not
similar because they independently evolve.

Table 1 determines the payoff of each bout, and follows the
payoffmatrix of standard PDG (also the same as Axelrod’s IPDG
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tournament). The number of total sequences of strategy of each
group is n, and the length of sequences of strategy is L. The pay-
off pgi (u) of the u-th sequence of strategy of the group i at the
generation g is numerically expressed in the following Eq. (2).
A means the payoff matrix of Table 1, and where αk

i (u) and αk
j(u)

each designate the element of the sequence of strategy in (1).

pgi (u) =
∑

k

αk
i (u)Aαk

j(u)T (1 ≤ k ≤ L, 1 ≤ u ≤ n),

A =

⎛⎜⎜⎜⎜⎝
3 0
5 1

⎞⎟⎟⎟⎟⎠ (2)

As also noted in the introduction, Ohdaira’s previous
works [42], [43], [44], [45], [46] including the altruistic deci-
sion [45], [46] do not mention the notion of the bounded rational-
ity. Here, the author explains that the above design basically in-
troduced by Ohdaira’s previous works [42], [43], [44], [45], [46]
is based on the bounded rational condition because this study
intends to uncover the property of cooperation based on the
altruistic decision in that condition. When we express the set of
sequences of strategy of group A as S 1, an element of S 1 as {si

1}
and the payoff function as f1(si

1, s
j
2), and also the set of sequences

of strategy of group B as S 2, an element of S 2 as {s j
2} and the

payoff function as f2(si
1, s

j
2), the payoff matrix of the PDG with

sequential strategy is given as the following bimatrix BM. Note
that each range regarding i, j is 1 ≤ i, j ≤ 2L. Now, as noted
before, the obtainable information of the two groups is limited
because they have only n sequences of strategy and cannot know
all patterns (2L) of sequences of strategy and BM. Therefore, we
can consider that the above design is surely based on the bounded
rational condition.

BM =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎝
f1(s1

1, s
1
2),

f2(s1
1, s

1
2)

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

f1(s1
1, s

2
2),

f2(s1
1, s

2
2)

⎞⎟⎟⎟⎟⎠ · · ·
⎛⎜⎜⎜⎜⎝

f1(s1
1, s

2L

2 ),
f2(s1

1, s
2L

2 )

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

f1(s2
1, s

1
2),

f2(s2
1, s

1
2)

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

f1(s2
1, s

2
2),

f2(s2
1, s

2
2)

⎞⎟⎟⎟⎟⎠ · · ·
⎛⎜⎜⎜⎜⎝

f1(s2
1, s

2L

2 ),
f2(s2

1, s
2L

2 )

⎞⎟⎟⎟⎟⎠
...

...
. . .

...⎛⎜⎜⎜⎜⎝
f1(s2L

1 , s
1
2),

f2(s2L

1 , s
1
2)
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1 , s
2
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1 , s
2
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1 , s
2L
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f2(s2L

1 , s
2L
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⎞⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3)

TFT strategy described before can be also regarded as bounded
rational in that the range of memory which stores the past ac-
tion(s) of the opponent is limited. Moreover, the folk theorem
of game theory proves that there are many possible equilibria
in the indefinitely repeated prisoner’s dilemma game in addition
to the particular TFT strategy [49]. However, the TFT strategy
and other possible equilibria suppose that every player knows the
whole payoff matrix. The design of this study does not have such
explicit memory, and also every group does not know the whole
payoff bimatrix BM as noted before. Therefore, this design is
more bounded rational than the TFT strategy and other possible
equilibria in the indefinitely repeated prisoner’s dilemma game.

After finishing the PDG with sequential strategy, each group
separately makes his/her decision, i.e., he/she selects his/her rep-
resentative strategy. As noted in the introduction, this study em-
ploys the altruistic decision in the bounded rational condition. In

Fig. 2 Comparison between the altruistic decision and the best decision in
the bounded rational condition. The altruistic decision is categorized
as the decision with compromise, and has the concept that every
group makes his/her decision without bias excluding the sequence
of strategy of the highest payoff.

this decision, each group arbitrarily chooses his/her representa-
tive strategy from the one of the sequences of strategy except the
highest. The sequence of strategy with the lowest payoff may be
adopted as the representative strategy; however, this event does
not occur in every process of decision. Payoff of the representa-
tive strategy of the group becomes eventually around the medium
payoff when averaged. The following list gives the details of the
altruistic decision. Figure 2 also illustrates the distinction be-
tween the altruistic decision and the best decision in the bounded
rational condition.
1. All sequences of strategy of each group are graded according

to their payoff.
2. Each group arbitrarily selects one representative strategy

from all sequences of strategy except the first grade. When
all sequences of strategy have the same payoff, one sequence
of strategy is randomly chosen as the representative strategy.

Through the above process, every group decides his/her rep-
resentative strategy. After deciding the representative strategy,
every group turns into the process of evolution (referred to as the
evolutionary process in the following). In the process, as shown
in Fig. 3, every group duplicates two fractions of his/her repre-
sentative strategy to his/her other sequences of strategy in turn.
Length of duplicated parts randomly changes from 1 to L/2. Af-
ter finishing the evolutionary process, each character of created
new sequences of strategy (including the representative strategy)
is reversed according to the probability of mutation m = 5.0E-04.
Through the evolutionary process, each group is ready for the fol-
lowing match of n rounds. This study defines the operation from
the PDG with sequential strategy to the evolutionary process as
one generation. One simulation lasts until the number of genera-
tions reaches 5,000 to investigate the fluctuation in a long period.
Basically, the results described later are the average from 30 runs
of simulation.

3. Results

3.1 The Altruistic Decision vs. the Second-best Decision
In the following Figs. 4 and 5, the altruistic decision is com-

pared to the second-best decision [42] in the same bounded ratio-
nal condition (limitation in the obtainable information as noted
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Fig. 3 Illustration of the evolutionary process. Every group updates all se-
quences of strategy according to the following manner. First, he/she
chooses his/her one representative strategy. Second, he/she partly
duplicates the representative strategy to his/her other sequences of
strategy. The size of the duplicated fraction of the representative
strategy randomly varies in every process of duplication regarding
each sequence of strategy. Third, he/she mutates all generated new
sequences of strategy by the reverse of every character with uniform
probability.

Fig. 4 This figure shows the dependence of the average frequency of mu-
tual defection ( fd) and cooperation ( fc) on the number of sequences
of strategy (n) at the last generation and in all generations for the al-
truistic decision. The simulation setting of parameters regarding this
figure is as follows; the length of sequences of strategy L = 30, the
probability of mutation m = 5.0E-04. Each error bar in this figure
shows the standard deviation of every frequency.

before) to demonstrate the effect on the promotion of mutual co-
operation and the suppression of mutual defection of the altruis-
tic decision. The author also discusses the difference of outcome
between each decision type. The simulation setting of parame-
ters regarding Figs. 4 and 5 is as follows; the length of sequences
of strategy L = 30, the probability of mutation m = 5.0E-04.
The average frequency of mutual defection and cooperation from
n rounds is given as fd and fc, and the length of sequences of strat-
egy is L. In the result of the altruistic decision (Fig. 4), though
the number of sequences of strategy in each group (n) increases,
fc does not change too much. Especially, employing the altruistic
decision (see Fig. 4), fc obviously increases in the case of n = 32,
64 while fc does not grow in the same case of the second-best
decision (see Fig. 5). In this case, fc (Last and All) in the case
of the altruistic decision is significantly larger than it in the case
of the second-best decision. We have common knowledge that
it is quite difficult in PDG to achieve mutual cooperation among
many agents (= large number of sequences of strategy) [50], [51].

Fig. 5 This figure shows the dependence of the average frequency of mu-
tual defection ( fd) and cooperation ( fc) on the number of sequences
of strategy (n) at the last generation and in all generations for the
second-best decision. The simulation setting of parameters regarding
this figure is as follows; the length of sequences of strategy L = 30,
the probability of mutation m = 5.0E-04. Each error bar in this figure
shows the standard deviation of every frequency.

Fig. 6 This figure shows that the dependence of the average rate of mu-
tual defection (rd) and cooperation (rc) on the length of sequences
of strategy (L) at the last generation and in all generations for the
altruistic decision. Note that rd (rc) can be obtained by the equation
rd = fd/L (rc = fc/L). The simulation setting of parameters regard-
ing this figure is as follows; the number of total sequences of strategy
of each group n = 8, the probability of mutation m = 5.0E-04. Each
error bar in this figure shows the standard deviation of every rate.

However, the model introducing the altruistic decision shows the
different property and the high efficiency for the evolution of mu-
tual cooperation.

Figure 6 illustrates another aspect of the altruistic decision.
The simulation setting of parameters regarding Fig. 6 and Fig. 7
is as follows; the number of total sequences of strategy of each
group n = 8, the probability of mutation m = 5.0E-04. Note
that the average rate of mutual defection (or cooperation) means
the degree of mutual defection (cooperation) of groups in the
PDG with sequential strategy. The average rate of mutual defec-
tion rd (cooperation rc) can be obtained by the equation rd = fd/L

(rc = fc/L). From those figures, it can be found that fc decreases
as the length of sequences of strategy (L) grows. This is because
defection (D) is not easily replaced with cooperation (C) in every
sequence of strategy when L becomes so long. However, con-
templating Fig. 7 which illustrates the result of the second-best
decision, it is shown that the altruistic decision works well on
preserving mutual cooperation and suppressing the prevalence of
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Fig. 7 This figure shows that the dependence of the average rate of mu-
tual defection (rd) and cooperation (rc) on the length of sequences
of strategy (L) at the last generation and in all generations for the
second-best decision. Note that rd (rc) can be obtained by the equa-
tion rd = fd/L (rc = fc/L). The simulation setting of param-
eters regarding this figure is as follows; the number of total se-
quences of strategy of each group n = 8, the probability of muta-
tion m = 5.0E-04. Each error bar in this figure shows the standard
deviation of every rate.

mutual defection especially in the case of L ≥ 60. In particular,
when L = 100, rc (Last and All) in the case of the altruistic de-
cision is significantly larger than it in the case of the second-best
decision.

3.2 Further Experiment Regarding the Altruistic Decision
The previous results have revealed the effectiveness of the

altruistic decision on the evolution of mutual cooperation in
comparison with the second-best decision especially in large L.
Someone may insist that it is not so surprising because each group
employing the altruistic decision obeys the common knowledge
for the evolution of mutual cooperation; that is, we should not
stick to the temptation of recent future when we want to keep
a cooperative relationship to the other [48]. However, the au-
thor considers it non-trivial and proposes that it cannot be pre-
dicted before executing simulation because in the model of the
two groups, every group has a limited number of sequences of
strategy and does not know the payoffmatrix of the game. There-
fore, in this subsection, based on the preceding results, the author
probes further the traits of mutual cooperation based on the altru-
istic decision which the previous works [45], [46] do not mention.

Figures 8 and 9 (the number of total sequences of strategy of
each group n = 8, the length of sequences of strategy L = 30,
the probability of mutation m = 5.0E-04) exhibit the result which
designates three categorized payoffs, i.e., the payoff of the rep-
resentative strategy selected by the altruistic decision, the mini-
mum payoff and the maximum payoff in each group. This result
and following Fig. 10 and Table 2 is the one extraction from all
30 runs of simulation. The reason why the author does not show
the averaged result is based on the fact that the difference of pay-
off cannot be distinguished when averaged because each develop-
ment of fc through 5,000 generations is so different between every
simulation runs. From this investigation, the altruistic decision
does not always select the sequence of strategy of the minimum
payoff in the initial (from 1 to 10) generation. It can be found that
the representative strategy has the payoff of the medium grade

Fig. 8 Time series difference of the maximum payoff, the minimum payoff
and the payoff of the representative strategy within 50 generations
(Group A result). The simulation setting of parameters regarding
this figure is as follows; the number of total sequences of strategy of
each group n = 8, the length of sequences of strategy L = 30, the
probability of mutation m = 5.0E-04.

Fig. 9 Time series difference of the maximum payoff, the minimum payoff
and the payoff of the representative strategy within 50 generations
(Group B result). The simulation setting of parameters regarding
this figure is as follows; the number of total sequences of strategy of
each group n = 8, the length of sequences of strategy L = 30, the
probability of mutation m = 5.0E-04.

Fig. 10 This figure shows every average value of the maximum payoff, the
minimum payoff and the payoff of the representative strategy within
50 generations. Each error bar illustrated in this figure is estimated
with the significance level of 0.05. The simulation setting of pa-
rameters regarding this figure is the same as Figs. 8 and 9.

within each group during those periods. Figure 10 and Table 2
show that there is also a significant difference between each av-
erage payoff of the maximum and the representative within 50
generations with the significance level of 0.05. The simulation
setting of parameters regarding Fig. 10 and Table 2 is the same
as Figs. 8 and 9. As generation proceeds, function of the altru-
istic decision changes its role from the selection of the sequence
of strategy of the medium grade to the exclusion of the sequence
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Table 2 Average payoff within 50 generations with the significance level of
0.05. The simulation setting of parameters regarding this table is
the same as Figs. 8 and 9.

Fig. 11 Effect of the probabilistic rational decision on the average frequency
of mutual defection ( fd) and cooperation ( fc) in all generations.
Note that polynomial approximation is the fourth order and the
value x can be found as follows with the probability of the rational
decision (pr); x = 20pr + 1. R2 means the coefficient of determi-
nation. The simulation setting of parameters regarding this figure is
as follows; the number of total sequences of strategy of each group
n = 8, the length of sequences of strategy L = 30. Those param-
eters are the same as the following Fig. 12. Each error bar in this
figure shows the standard deviation of every frequency.

of strategy of the highest grade. The velocity of convergence re-
garding the variety of sequences of strategy within each group is
so fast because the evolution of sequences of strategy is clearly
directed to the growth of mutual cooperation.

The following Figs. 11 and 12 are the detailed sensitivity
analysis regarding the probability of the rational decision (pr)
and the probability of mutation (m) in the evolutionary process.
Figure 11 is the outcome which illustrates the influence of the
probabilistic rational decision on mutual cooperation employing
the altruistic decision. The simulation setting of parameters re-
garding Fig. 11 is as follows; the number of total sequences of
strategy of each group n = 8, the length of sequences of strategy
L = 30. From the result, it can be found how the probability of
the rational decision (pr) affects the collapse of mutual cooper-
ation. Now, the rational decision designates that a group selects
the sequence of strategy of the maximum payoff as his/her repre-
sentative strategy in the evolutionary process, and then pr means
how often each group makes the rational decision in every evolu-
tionary process (generation). Therefore, when the value of pr is
0.3, it indicates that each group makes the rational decision with
that probability (and also the possibility of the altruistic decision
should be 0.7). This probability is independent between groups.
As shown in the result, the increase of pr accelerates the growth

Fig. 12 Effect of the probabilistic rational decision on the average frequency
of mutual defection ( fd) and cooperation ( fc) in all generations. Re-
garding this figure, the simulation setting of parameters except the
probability of mutation (m) is the same as Fig. 11. The probability
of mutation (m) is tripled from 5.0E-04 to 1.5E-03 in comparison
with Fig. 11. Each error bar in this figure shows the standard devi-
ation of every frequency.

of fd, and also induces the decline of fc. However, the acute-
ness for the increase of pr is different between fd and fc. The
variable fc decreases more rapidly, whereas the growth of fd is
comparatively slow. The effect of the probabilistic rational deci-
sion offers the idea that mutual cooperation is strongly influenced
by slightly rational behavior in the bounded rational condition.

In Fig. 11 of fd and fc for all generations, the author can ap-
proximately find the value of pr on the point of intersection for
two curves of fd and fc as 0.45602 with polynomial approxi-
mation of fourth order. Then, it is examined how this point of
intersection alters with the change in the probability of muta-
tion (m). This experiment also employs the same parameters as
Fig. 11, however, only the probability of mutation (m) is tripled
from 5.0E-04 to 1.5E-03. The result of this experiment is shown
as Fig. 12 which also designates fd and fc for all generations like
Fig. 11. The approximate value of pr on the point of intersection
can be found as 0.38349 with the same method of the previous
approximation. The growth of the probability of mutation (m)
certainly accelerates both the increase in fd and the decrease in fc;
however, these changes are moderate in comparison with that
growth.

4. Discussion

There are some similar frameworks that resemble the PDG
with sequential strategy well, ex. centipede game [52] or
Lindgren model [53] because the form of strategy is also a se-
quential array. However, this similarity is only apparent for the
expression of strategy, and does not apply to the meaning of strat-
egy. The centipede game discusses the length of cooperation from
the beginning of the game. The Lindgren model exhibits the strat-
egy of the player as bit strings describing his/her moves to each
past action of the opponent, i.e., memory one strategy can be ex-
pressed as [s1 s2 s3 s4]. Note that s1 corresponds to the case of
previous match of (Player 1: C, Player 2: C), s2: (C, D), s3: (D, C)
and s4: (D, D) of each. Therefore, for example, TFT of mem-
ory one strategy is [1010]. The PDG with sequential strategy,
unlike those models, discusses the frequency of cooperation in

c© 2014 Information Processing Society of Japan



Electronic Preprint for Journal of Information Processing Vol.22 No.2

finite bouts without explicit reference to the past strategy of the
opponent.

The works of IPDG define strategy as a reaction to the previous
move(s) of the opponent. From this point of view, someone may
criticize this study because sequences of strategy have no reac-
tive action explicitly. However, when probing former studies of
PDG, we can recognize that the case where a player cannot use
his/her memory is not rare (such as Refs. [9], [54] or the case of
no iteration and memory [19]). The PDG with sequential strategy
is like PDG rather than IPDG in that a player has no chance to
adjust his/her behavior once a game starts. However, due to the
length of sequences of strategy, the PDG with sequential strategy
has many various patterns of strategy (2L) in comparison with
PDG (only 2 patterns). That mechanism supports the operation
like genetic algorithm in the evolutionary process. In addition,
the model of the two groups in this paper is outstanding in com-
parison with former studies dealing with cooperation because all
groups have only n sequences of strategy, and also cannot know
all patterns (2L) of sequences of strategy and the whole payoff
matrix (i.e., in the bounded rational condition). That is, their ob-
tainable information is quite limited. Because the elimination of
memory and the limitation of information make it more difficult
to construct cooperation, it is quite significant that mutual coop-
eration emerges within such restricted conditions.

5. Concluding Remarks

This paper enhances Ohdaira’s previous discussion of the al-
truistic decision by newly introducing the notion of the bounded
rationality, and then introduces the model of the two groups for
discussing the altruistic decision in the bounded rational condi-
tion. The character of the model of the two groups can be sum-
marized as follows. Firstly, the structure of strategy is a sequen-
tial array of fixed length, and strategy itself has no memory. Sec-
ondly, through the evolutionary process, each group makes the al-
truistic decision in the bounded rational condition, selects his/her
representative strategy and overwrites his/her other sequences of
strategy by the representative. This study shows that the altru-
istic decision can more effectively facilitate cooperation than the
second-best decision in the case of large number of sequences of
strategy n (n = 32, 64) and length of sequences of strategy L

(L ≥ 60) in the same bounded rational condition.
The additional outcome of this work is the detailed sensitivity

analysis regarding the probability of the rational decision (pr) and
the probability of mutation (m) in the evolutionary process. The
former is the influence of the probabilistic rational decision on
mutual cooperation and mutual defection employing the altruis-
tic decision (Fig. 11). Figure 11 shows that the acuteness for the
increase of the probability of the rational decision (pr) is differ-
ent between the average frequency of mutual defection ( fd) and
the average frequency of mutual cooperation ( fc). The variable fc
decreases more rapidly, while the growth of fd is comparatively
slow. The latter is the experiment of the tripled probability of mu-
tation (m, from 5.0E-04 to 1.5E-03, see Fig. 12) which illustrates
that the growth of the probability of mutation (m) certainly ac-
celerates both the increase in fd and the decrease in fc; however,
these changes are moderate in comparison with that growth. For

further research based on this study, the author has already started
to extend the model to the spatial game, utilizing various types of
communication network. Some interesting properties have been
obtained from the additional experiment. They have been already
presented partly in Ref. [45], and also will appear as a new paper.
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