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The MAC protocol of IEEE 802.11 reduces hidden terminal problem using the RT'S/CTS
handshaking mechanism. However, it lacks the ability to release or reallocate a channel that
was reserved but not used. For Mobile Ad hoc NETworks (MANET), this often keeps the
channel unnecessarily inaccessible, resulting in inefficient channel utilization. In this paper,
we propose schemes for releasing and reallocating unused channels in MANET deployed over
IEEE 802.11. We introduce a Network Allocation Vector (NAV) updating method that can
improve the performance of the existing RT'S Validation scheme and our proposed Extra Frame
Transmission scheme. We then combine these schemes as a further improvement. Through
simulations, done in different scenarios with varying networking load and node density, we
were able to show that combining these schemes leads to a throughput improvement of up to
40%. In addition, our proposed mechanisms have no compatibility problems.

1. Introduction

Wireless technology is faced with the inher-
ent problems of lower bandwidth, high delay,
and link errors. It is also difficult to implement
collision detection. All these issues need to be
considered when designing access controls for
wireless medium.

There has been a lot of research on de-
veloping a wireless medium access control
(MAC) that efficiently shares limited re-
sources between all stations?). At present,
IEEE 802.11 MAC is clearly the most ac-
cepted and widely used wireless technology.
In addition to CSMA/CA, IEEE 802.11 in-
troduces the Request-To-Send/Clear-To-Send
(RTS/CTS) handshaking mechanism and Vir-
tual Carrier Sensing to further reduce the prob-
ability of collisions that can occur due to hidden
terminal problems.

However, using IEEE 802.11 in MANET, ex-
acerbates hidden and exposed terminal prob-
lems?®). The ultimate results are severe degra-
dation of throughput and instability of net-
works. It has been shown that this problem
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is more severe in large and dense ad hoc net-
works . So improvement of performance for
IEEE 802.11 over MANET is an important is-
sue.

In disaster rescue operations or on the bat-
tlefield, intensive communications among many
nodes should occur frequently to enable mon-
itoring of the situation, or contact with rela-
tives, friends, or peers. This would raise the
burst traffic from time to time, and the network
would suffer from severe performance degrada-
tion due to the false blocking problem ).

A false blocking problem unnecessarily pre-
vents nodes from transmitting in a given in-
stant®. In the worst case, it can lead to a
pseudo deadlock situation when all neighbor-
ing nodes may become blocked and unable to
transmit frames for long periods of time. This
happens when an RT'S frame reserves the chan-
nel even though the channel remains unused.
Ray, et al.® proposed RTS Validation, where
a channel is released when each node assumes
that CTS is missing after it receives an RTS
frame, based on physical carrier sensing.

With the same motivation we proposed
a scheme called “Extra Frame Transmis-
sion” to manipulate frame transmission dur-
ing RTS/CTS handshaking®. When CTS is
not received for some specific duration after a
node sends an RTS frame, it will subsequently
send another small frame to other destinations.
Both these schemes ®):%) reuse the channel that
is unnecessarily reserved. The main differ-
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ence between RTS Validation scheme ®) and Ex-
tra Frame Transmission scheme® is the node
responsible for detecting the interruption of
RTS/CTS handshaking. In our method® the
sender node is responsible for interruption de-
tection, whereas in Ray’s®), neighboring nodes
are responsible.

Our aim is to further improve our scheme
for releasing and reusing unused channels by
minimizing wasted channel as much as possi-
ble. To make sure that happens, we intro-
duce another extra frame called “Reverse Ex-
tra Frame”. We also note that there is scope
for improvement when channel release schemes
are not applicable. We have shown that a “NAV
updating” scheme can improve the performance
of both RTS Validation and Extra Frame Trans-
mission. In addition, because these schemes
can work independently, we combined them.
Moreover, our proposed solutions are compat-
ible with standard IEEE 802.11, and therefore
can be easily deployed. Results from simula-
tions verify the effectiveness of our combina-
tion of schemes. Our schemes work well, espe-
cially when node density is high. This is be-
cause high node density increases the probabil-
ity of false blocking, making our schemes’ ef-
fects more prominent. We observed that our
proposed scheme was able to increase through-
put by up to 40% over that of standard IEEE
802.11.

The rest of this paper is organized as follows.
In Section 2, we summarize the related work.
Basic operations of IEEE 802.11 and its effect
on MANET during RTS/CTS failure are ex-
plained in Section 3. Our proposed schemes
to enhance IEEE 802.11 performance are ex-
plained in Section 4. The effectiveness and eval-
uation of the proposed schemes are discussed in
Section 5. Finally we conclude our work in Sec-
tion 6.

2. Related Work

6)

RTS Validation has been proposed to miti-
gate the false blocking problem where the nodes
that have received RTS inhibit themselves from
transmitting in the chain®. Upon overhear-
ing an RTS frame, nodes listen to the medium
whether the corresponding DATA frame trans-
mission has taken place or not. They do this
based on physical carrier sensing. If transmis-
sion has not taken place, the medium should
have remained idle for an expected duration.
At this point nodes start to overhear the DATA
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frame transmission since they have received an
RTS frame. When the medium remains idle for
the specified duration since the node received
an RTS frame, it will conclude that an interrup-
tion of RTS/CTS handshaking has occurred.
Then the node will release the NAV registered
by that RTS frame and stop deferring. Sub-
sequently, each node releases the channel inde-
pendently.

Harada, et al.” introduced a new frame,
called Cancel RTS (CRTS), which left the re-
served channel free in order to decrease degra-
dation of channel utilization caused by failure to
obtain a channel during RTS/CTS handshak-
ing. In this scheme, when a sender node does
not receive CTS correctly for its RTS, it sends
a CRTS frame. Then, neighboring nodes, upon
overhearing CRTS, cancel the NAV set by the
RTS. However, the introduction of a new frame
can cause compatibility problems with standard
IEEE 802.11.

3. Background

3.1 Basic Access Mechanism
IEEE 802.11 DCF is based on the carrier
sense multiple access (CSMA) technique®. Be-
fore initiating a transmission, a station senses
from the medium whether another station is
transmitting or not. If the medium is sensed
to be free for a DCF Interframe Space (DIFS)°
interval, the transmission may proceed. On the
other hand, if the medium is busy, the station
must defer its transmission until the end of the
current transmission. Then, it will wait for an
additional DIFS interval and generate a random
backoff timer before transmission. The counter
is decreased as long as the medium is sensed as
idle. It is frozen if the medium becomes busy
and then resumed when the medium is again
sensed as idle for a duration longer than a DIFS
interval. Only when the backoff counter reaches
zero, the station can transmit its frames.
3.2 RTS/CTS Handshaking Mecha-
nism and Virtual Carrier Sensing
The RTS/CTS access method is provided
in IEEE 802.11 as an option for reducing
the collisions caused by hidden terminal prob-
lems. When a station needs to transmit a
data frame longer than the RTS-Threshold, it

Y Four types of interframe space have been specified in
IEEE 802.11 to prioritize different accesses: Short
IFS (SIFS) for highest priority, followed by DCF
IFS (DIFS), PCF IFS (PIFS), and Extended IFS
(EIFS).
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Fig.1 The RTS/CTS access mechanism.

follows the backoff procedure as in the basic
mechanism described before. After that, in-
stead of sending a data frame, it sends a special
short control frame called a Request-To-Send
(RTS). This frame includes information about
the source, destination, and duration required
by the following transactions (CTS, DATA, and
ACK transmission). Upon receiving the RTS,
the destination responds with another control
frame called a Clear-To-Send (CTS), which also
contains the same information. The transmit-
ting station is allowed to transmit data if the
CTS frame is received correctly.

All other nodes overhearing either RTS
and/or CTS frames adjust their Network Al-
location Vector (NAV) to the duration speci-
fied in the RTS/CTS frames, as illustrated in
Fig.1. The NAV contains the duration for
which the channel will be unavailable and is
used as virtual carrier sensing. Stations defer
transmissions if either physical or virtual sens-
ing finds that the channel is busy. Nevertheless,
if a receiver’s NAV is set while the data frame
is received, DCF allows the receiver to send the
ACK frame.

Bianchi? examined the early collision detec-
tion ability of the RTS/CTS mechanism in the
absence of CTS. An absence of CTS implies
a collision has occurred, and with this infor-
mation, collision can be detected early. How-
ever, the protocol cannot free or reallocate a
channel that was already reserved by the RTS
frame. Stations receiving only the RTS frame
but not CTS cannot assume that the transmis-
sion is not taking place. Therefore, they defer
the channel access for an interval declared in
the last RTS. This results in a waste of channel
capacity around the sender node.

3.3 RTS/CTS Induced False Blocking

In this section, we analyze situations in which
the CTS is not received by the sender and dis-
cuss how to improve channel utilization in dif-
ferent situations.

Situation 1: Backoff timers at two or more
stations reach zero at the same time and
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send the RTS frame simultaneously, so the
sender does not receive the CTS frame.
This happens more frequently as network
traffic increases.

Situation 2: As is illustrated in Fig. 2, sta-
tion S starts the RT'S/CTS sequence while
another transmission, which interferes with
the reception but is out of S’s sensing
range, is been carrying on, say, between N
and M. Even if the RTS correctly reaches
the receiver, the virtual carrier sensing at
station R will forbid the CTS response.

Situation 3: This situation occurs when the
intended receiver R, moves to a new posi-
tion that is out of communication range of
S, as shown in Fig.3. Hence, it cannot
receive RTS from §S.

Since stations are free to move arbitrarily, the
above situations occur regularly in MANET,
where stations route packets through each other
in multi-hop fashion. In wireless networks, only
a single node is allowed to transmit at a particu-
lar time, and many nodes around the sender are
blocked. Neighbors of a blocked node are un-
aware of this blocking, so a node may initiate
communication with a node that is presently
blocked. Because it is blocked, the destina-
tion is not able to respond to the RTS frame.
However, the sender interprets this as chan-
nel contention and enters backoff. Its neigh-
boring nodes are prevented from decrementing
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the backoff counter and from sending frames
because of the NAV set by RTS.

This false blocking takes place because all
the nodes that receive RTS inhibit themselves
from transmitting. This problem can become
severe when it occurs in a circular fashion and
creates pseudo deadlock®. This unnecessary
blocking leads to lower channel utilization and
route failure. Therefore, to increase channel ef-
ficiency and throughput, releasing the unused
channel is an imperative issue. RTS Validation
mitigates the above problem, but there is still
wasted channel capacity.

In the next section, we explain our pro-
posed schemes and our method of maximally
reusing wasted channel capacity while main-
taining compatibility with IEEE 802.11.

4. Enhancement of Channel Utiliza-
tion

We propose four different schemes for more
efficient use of channel capacity in MANET.
In this section we describe the schemes. They
are, (i) NAV updating, (ii) Extra Frame Trans-
mission (EFT), (iii) combinations of schemes,
and (iv) Reverse Extra Frame Transmission (R~
EFT) and are discussed in Section 4.1, 4.2, 4.3,
and 4.4 respectively.

4.1 NAYV Updating

In the RTS Validation mechanism®, the
node cannot reset the NAV if the NAV has al-
ready been set by other RTS frames. As NAV
cannot be restored to it’s previous value, RTS
Validation may not always be applicable. As
network traffic increases, RTS Validation be-
comes less applicable. As a result, RTS Valida-
tion cannot fully restore unused channels. The
scheme proposed in Ref. 10), applying RTS Val-
idation, can be improved by adjusting NAV to
a more appropriate value. However, due to its
high dependence on RTS Validation, it is diffi-
cult to further improve this scheme by combin-
ing it with other methods.

Because of this, we modify the NAV opera-
tions as follows:

(i) We divide the original NAV into two parts:
one is a set of NAVy indexed with the
corresponding node-ID, and the other is
NAVother-

(ii) NAV used for the operation of virtual car-
rier sense is calculated by the maximum
value in the sets of NAVy and NAV iher-

(iil) NAVY is adjusted when it overhears RT'S or
DATA frames from nodey, and NAV iher
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Fig.4 Extra frame transmission.

is adjusted by cases other than the
RTS/DATA frame, as when it is receiving
a CTS frame or suffering from a collision.

(iv) Override NAVy by the duration specified
by the RTS/DATA frame, irrespective of
its length of the duration. This means
that when a node overhears an RTS/DATA
frame of nodey, then NAVy will be updated
by the duration specified in the frame.

(v) If needed, the RTS Validation scheme with
NAV updating will reset NAVy, whereas
the original RT'S Validation scheme merely
resets the NAV that was set by RTS.

Our proposed NAV updating scheme can
handle NAV for multiple nodes with the
senders’ ID corresponding to an RTS/CTS
handshaking failure, making cancellation of the
NAV more flexible and convenient. This scheme
helps RTS Validation cancel the NAV and im-
prove channel utilization.

4.2 Extra Frame Transmission (EFT)

Extra Frame Transmission works as shown in
Fig. 4. Here, by extra frame, we mean trans-
mission of another extra frame as a replacement
for the frame originally intended to be trans-
mitted. After the sender has transmitted RTS
for receiver 1 and waited until it decides that
CTS is not going to come, it picks a frame from
the sending queue and immediately transmits it
to the alternate receiver, if an appropriate one
exists. Here, the sender skips the RTS/CTS
handshaking step. The extra frame will be re-
moved from the queue if the transmission is
completed (confirmed by ACK from receiver) ®)
or if the transmitted extra frame is a broad-
cast type. Regardless of the success of the ex-
tra frame transmission, the sender goes back to
normal operation by scheduling the retransmis-
sion of the original frame with the Contention
Window (CW) doubled.

Since the standard protocol does not specify
a timeout value for CTS response, the sender
normally stays idle until the end of the allo-
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cated duration. However, the RTS/CTS se-
quence uses strict timing, so we introduce a
new parameter, Handshake_Timeout_S defined
in Section 5.3, which specifies the maximum
time required to receive a CTS. Having waited
for this Handshake_Timeout_S, the sender is as-
sured that the CTS response from the receiver
will not come at all.

The transmitted replacement frame, should
satisfy all the following properties:

(1) The extra frame should be destined for a
station other than the currently intended
one. Since no reply was received from the
current destination, any further attempt
to the same station would be futile.

(2) The selected extra frame should be ei-
ther a broadcast frame or unicast frame
smaller than RTS-Threshold. Thus, the
frame can be immediately transmitted
without following RTS/CTS frame ex-
change protocol.

(3) The chosen extra frame should be the
first in the queue destined for a particu-
lar receiver. For example, if there are two
frames for the same destination at the
sender, and the first frame is larger than
RTS-Threshold, but the second frame is
not, then none of the second frame will
be sent, even though second frame may
satisfy the first two conditions. This is
to avoid out-of-order transmission.

It is natural for the probability of false block-
ing to increase as traffic load and node density
increase. When this happens, there is a fair
chance of a successful transmission of this extra
frame because the channel around the sender
has already been reserved by a previous RTS
frame. Thus, we can deliver an extra frame that
cannot be sent following normal operation.

With the NAV updating schemes, introduced
earlier, there is a two fold benefit from this
scheme. The nodes that received the RTS and
blocked their channels will be allowed to cancel
the original NAV duration.

In fact, the nodes will readjust the previously
set NAV with the duration of new extra frame.
Because of the way we selected the extra frame,
NAV should have a shorter value in the dura-
tion field than the current NAV for the RTS
sender. When NAV updating is used, if the
selected extra frame is a broadcast frame (for
whom NAV duration is zero) the overhearing
nodes can re-set the NAV value for RTS and
completely cancel the NAV.
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4.3 Combination of RTS Validation

and Extra Frame Transmission

Extra Frame Transmission and RTS Valida-
tion® can work independently on the sender
node and neighboring nodes. To further im-
prove performance, we propose an approach
that combines RT'S Validation and Extra Frame
Transmission.

Since an appropriate extra frame may not
always be available in the sender node’s wait-
ing queue, channel reuse is not possible as fre-
quently as with RTS Validation. Thus Extra
Frame Transmission is works by delivering an
extra frame whenever possible, whereas RTS
Validation works by releasing channels. To en-
able them to work together in parallel, we define
two parameters, Handshake_Timeout_N, Hand-
shake_Timeout_S as follows:

Handshake_Timeout_S :
RTS_Tx_time + propagation_delay + SIFS+
CTS_Tx_time + propagation_delay
Handshake_Timeout_N :
propagation_delay + SIFS + CTS_Tx_time+
propagation_delay + SIFS +
propagation_delay + SIFS
Where, Tz _time represents the transmission
time.

With the timeouts defined above, when
a sender node detects an interruption of
RTS/CTS handshaking, it sends an extra frame
if one is available. The extra frame will de-
liver data and release the channel by virtue of
updating the NAV. Even if there are no ex-
tra frames, RT'S Validation will reset the NAV.
Thus, the combination of schemes effectively
improves channel utilization.

4.4 Reverse Extra Frame Transmis-

sion (R-EFT)

Another way of aggressively reusing channels
is by introducing a new type of extra frame
called “Reverse Extra Frame”. Since the frame
transmission timing is the same as when chan-
nels are released by RTS Validation, it can be
described as a subset of RTS Validation. The
algorithm for combining the schemes, including
Reverse Extra Frame, is shown in Fig. 5.

The idea stems from the fact that, generally
speaking, once RTS frame has been sent, the
sender’s surrounding area (transmission range)
is relatively free from collision for the dura-
tion specified in the RTS frame. If one of the
neighboring nodes needs to send a frame to
the sender, that frame is expected to reach it
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successfully. To exploit this relatively safe pe-
riod of time to reuse the channel, we allow the
neighboring nodes to send an extra frame, if
there is any, to the node that originated the
RTS. Reverse Extra Frame Transmission works
as shown in Fig. 6.

Collision prevention is not integrated into the
Reverse Extra Frames scheme. Collisions are
still possible as there is more than one eligible
candidate for sending an extra frame. To re-
duce the probability of collision, the following
constraints are introduced:

e Reverse Extra Frame should be the first
frame in the queue, and should be destined
for the node which sent the RTS frame.

e The duration of Reverse Extra Frame
should be smaller than that specified in
RTS.

e The node should have a short backoff timer
that expires if the node does not receive the
RTS frame.

If an appropriate reverse extra frame is found,
it is sent immediately, and is removed from the
queue after successful transmission (confirmed
by ACK from the sender). The node that trans-
mitted the Reverse Extra Frame goes back to
normal operation.

We have seen that when RTS/CTS hand-
shaking is interrupted, the neighboring nodes
will be inhibited from transmitting. RTS Val-
idation can release the channel, but the nodes
cannot recover from the loss incurred by the
interruption. This is because, when the nodes
sensed the channel as busy, their backoff timers
were halted and stopped decrementing during
RTS/CTS handshaking.

When Reverse Extra Frame is available,
its transmission improves channel utilization.
However, due to restrictions imposed to pre-
vent collision, transmission of the Reverse Ex-
tra Frame may not always be possible. When
there is no Reverse Extra Frame, we allow
the nodes to decrement their respective back-
off timers.

Basically we allow those nodes to decrement
the time equal to the Handshake_Timeout N,
from their respective remaining backoff timers.
For those mnodes whose remaining back-
off timer time is less than or equal to
the Handshake_Timeout_N, a value between
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(0, current backoff time) is chosen with uni-
form probability to differentiate their access to
collision avoidance.

Thus, when Reverse Extra Frame is not avail-
able, the nodes will decrease duration of their
backoff timer. We can thus reduce the waiting
time for nodes for their next transmission, and
increase throughput.

4.5 Compatibility with IEEE 802.11

All frame formats used in our schemes are
IEEE 802.11 compatible. In addition, after
the node releases the NAV, nodes behave ac-
cording to IEEE 802.11 DCF operation. We
are not incorporating any extra frames like
CRTS?. Thus our proposed scheme is com-
patible with the existing IEEE 802.11 standard.
Even stations that do not implement the pro-
posed schemes will work as well.

5. Performance Evaluation and Dis-
cussions

5.1 Simulation Scenario

The most widely used network simulator, ns-
2 11):12) was used to evaluate the effectiveness of
our mechanism. We compared the performance
of standard IEEE 802.11%), RTS Validation ®,
and our proposed schemes.

The network model of multi-hop wireless
topology, and routing protocol 13-4 AQODV
(Ad hoc On demand Distance Vector) is used.
The link layer is a shared radio medium with
a nominal channel bit rate of 1 Mbps. The an-
tenna is omni-directional with a radio range of
250 meters. Set up parameters are listed here:
slot time = 20 usec, SIFS = 10 usec, DIFS =
50 pusec, propagation delay = 2pusec, RTS-
Threshold = 0 bytes, queue size = 50 frames.

Traffic source and destination pairs are ran-
domly spread over the network. The type of
traffic is constant bit rate (CBR) with packet
size randomly chosen from the range of 512-
2048 bytes. We have created 30 sets of CBR
traffic with the same transmission rate. The
sum of all senders’ transmission rates is con-
sidered to be offered load. For example, if the
offered load is 600 kbps, then the transmission
rate of each set of CBR traffic is 20 kbps.

The Random Waypoint Mobility Model 1)
is used. In this model, a mobile station be-
gins by staying in one location for a cer-
tain period of time (we call this pause_time).
Once this time expires, this station chooses
a random location in the simulation field and
moves to that location with a velocity between
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[min_speed, max _speed], which is randomly se-
lected with uniform probability. And each node
moves according to Random Waypoint Model
with parameters maz_speed = 10 (m/sec),
min_speed = 0 (m/sec), pause_time = 50 (sec).

Each simulation was run on a 1500 x 500 m?
area for 700 seconds. We started by measuring
the performance parameters from the 100th sec-
ond until the end of the simulation, i.e., for a
duration of 600 seconds. These graphs show the
average of 50 simulation results.

5.2 Results and Analysis

In this section we compare the performance
our proposed schemes, IEEE 802.11, and RTS
Validation®). We consider two different sce-
narios. In one, the number of stations is fixed
at 50, and we varied the offered load between
200 kbps and 800 kbps. In the other, fixing the
offered load at 450 kbps where the interruption
of RTS/CTS handshaking occurs relatively fre-
quently, we varied the number of nodes in the
network from 10 to 90.

First we evaluated the effects of the proposed
combination of schemes in terms of end-to-end
throughput (Theyq) in the above two scenarios.
Suppose, U; is the amount of CBR data (in bits)
successfully received during the period of ¢ sec
(In this simulation, as mentioned in Section 5.1,
we chose t as 600). Then Thepq is defined as:

N
> Ui
Thong = i=1t (1)

Figures 7 and 8 show the end-to-end
throughput for IEEE 802.11, RTS Validation
and the proposed scheme for two different sce-
narios.

Figure 7 shows Th,q of various schemes with
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respect to network traffic. When the offered
load is low, all the schemes show very sim-
ilar throughput. In this case, channel reuse
schemes will not have a significant effect be-
cause of RTS/CTS handshaking is not inter-
rupted very frequently. As traffic increases, our
proposed scheme achieves the highest through-
put due to its channel reuse effect.

As shown in Fig. 8, when the number of nodes
is small, Th.,q is low due to the partitions in
the networks. Then, as the number of nodes in-
creases, interference increases. As a result, the
interruption of RTS/CTS handshaking occurs
more frequently. When node concentration is
high, false blocking becomes severe, leading to
performance degradation. Even in these condi-
tions, our scheme can improve performance by
up to about 40% compared to standard IEEE
802.11.

To analyze the performance of our scheme
and give a clear idea of the effectiveness of dif-
ferent schemes, we compare throughput as a
function of offered load in the MAC layer for
six different combinations of schemes in Fig. 9.
MAC layer throughput (Thec) is defined as:

N
>t
Thmac = %

(2)

where u; is the amount of data frame in bits
successfully transmitted by node ¢ for ¢ sec.

From Fig.9, we can draw the following con-
clusions.

The NAV updating scheme improves the
throughput of Extra Frame and RTS Valida-
tion by increasing channel release. In regard
to the channel release effect of EFT and R-
EFT, it is seen that “RTS Validation with NAV
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Fig.10 MAC layer throughput comparison as a func-
tion of node density (offered load is fixed at
450 kbps).

updating” is more effective than “Extra Frame
with NAV updating”. This is because the RTS
Validation scheme is executed more frequently
than that of Extra Frames Transmission. Be-
sides that, if we gradually add NAV updating,
R-EFT, and EFT to RTS validation, the combi-
nations of schemes also gradually improve per-
formance. As observed above, the combination
of all the schemes works well in both scenarios.

On the other hand, when the number of nodes
is varied, as in Fig.10, RTS Validation, in-
cluding its variants (RTS Validation with NAV
updating and Reverse Extra Frame), through-
put decreases rapidly as the number of nodes
increases. In the worst case, the performance
of RTS Validation is worse than that of Extra
Frame with NAV updating.

This is because RTS Validation and its vari-
ants detect the interruption of RT'S/CTS hand-
shaking if no signal is sensed by physical car-
rier sensing. As the number of nodes increases,
frames will more often be reached. This in-
terferes with interruption detection resulting
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Fig.11 Packet delivery ratio as a function of offered
load (number of nodes is fixed at 50).

in performance degradation. While the EFT
scheme is invoked when a CTS frame is miss-
ing, it is unrelated to the physical carrier sens-
ing used by RT'S validation. Therefore, schemes
combined with EFT can keep the improvement
level high due to their two-fold advantage of
sending extra frames and releasing the chan-
nel even when the number of nodes is large.
The combination of EFT, RTS Validation, and
R-EFT with NAV updating performs steadily
even as the number of nodes increases. The im-
provement is more remarkable when the num-
ber of nodes is 60 or greater.

Therefore, the combination of RTS Valida-
tion and its variants with Extra Frame works
in a complementary way. This leads to higher
performance in both scenarios.

We also tested whether our combined scheme
causes any transmission reliability degradation
by introducing schemes for reusing and releas-
ing the unused channel as aggressively as possi-
ble by measuring the delivery rate of CBR pack-
ets.

Packet Delivery ratio (PD) is computed as:

=N
>R
i=1
PD = iy—
>,
i=1

S; means total data size of CBR packet node
i sent, R; means total data size of CBR Packet
node ¢ received.

Figures 11 and 12 show CBR packet deliv-
ery ratio as a function of offered traffic load and
node density respectively, for RTS Validation
and TEEE 802.11 and our combined scheme.

In Fig. 12, the packet delivery ratio is smallest
when there are ten nodes. This is because there

3)

Feb. 2007

Packet Delivery Ratio

RTS Validation and R-EFT and EFT and NAV updating —é e
045 | RTS Validation ---)¢-- K

IEEE 802.11 3K~
. n .

. . . .
10 20 30 40 50 60 70 80 90
Number of Nodes

Fig.12 Packet delivery ratio as a function of node
density (offered load is fixed 450 kbps).

are partitions in the networks so that packets
cannot reach the destination. As the number of
nodes increases, the packet delivery ratio peaks
due to reduction in the size of the partitions.

In both scenarios, when RTS/CTS is not in-
terrupted frequently, all schemes have similar
packet delivery ratios. As the interruption of
RTS/CTS handshaking becomes more frequent,
our combined scheme yields a higher packet de-
livery ratio than the other schemes in both sce-
narios. In the high node density scenario, es-
pecially when interruption of RT'S/CTS hand-
shaking occurs more frequently, our scheme’s
packet delivery ratio is higher than those of
other schemes. This is because reusing the
wasted channel aggressively enables nodes to
deliver more packets in a stable manner, con-
sequently increasing the packet delivery ratio.
These results show that regardless of whether
channels are released/reused aggressively, our
combination of schemes does not adversely ef-
fect packet delivery ratio.

6. Conclusion

In this paper we have shown that our pro-
posed schemes can overcome the inherent chan-
nel inefficiency of RTS/CTS handshaking in
mobile ad hoc networks, especially when node
density is high and interruption is frequent. At
the same time, our enhancements do not suf-
fer from any compatibility problems and gen-
erate no additional overhead, which is vital for
smooth deployment.

Results obtained from extensive simulations
show that our combined method considerably
improves throughput compared to standard
IEEE 802.11 and the RTS Validation scheme.
Especially when interruption of RTS/CTS
handshaking occurs more frequently, our com-
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bined scheme was able to achieve more than
40% gain in throughput compared to IEEE
802.11.

We would like to investigate our schemes us-
ing different routing protocols and with varying
node velocity. Distribution of nodes with and
without our proposed schemes could be inter-
esting and might further improve channel uti-
lization. We plan to analyze these effects in our
future research.
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