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Abstract—we propose a method of predicting human's activity, including the location and purpose, by using Twitter posts with location 

information. The proposed method predicts target users’ activities based on the location transition and tweet of users in the database. Concretely, 

we adopt both the similarity of current location and interest, and the similarity of long term interest and location to select the base user and tweet. 

And then, we can utilize these two baselines to predict target users’ activities. We evaluate the proposed method by the following two points: one 

is the error range of the distance, and the other is the similarity of tweet contents. We used three months of Twitter data with location information 

(almost 40 mil.) as the database. The experiment results demonstrate that the prediction accuracy of the proposed method is superior to the two 

control groups which only consider one of the similarity of current location and interest and the similarity of long term interest and location. 
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1. INTRODUCTION  

1.1 Background 

With the dramatically growth of diverse information, the 

technology that can deal with the information and process these 

data into tractable form is needed [1]. As an approach to these 

technologies, activity prediction is one of the most important 

research fields in computational social science. In addition, the 

prediction of users’ destinations and activities is a crucial point 

in personalized recommendation and efficient navigation [2]. 

Generally, human’s activities depend on the complexity of 

external environment [3]. Previous research about activity 

prediction covers two aspects: the destination and the purpose. 

For example, destination prediction by using GPS location data, 

purpose and destination estimation by using text mining [4], 

video camera [5] or behavioral pattern [6].  

Due to the discreteness and diversity, the blockbuster-

expanded online data need to be reorganized into optimal forms 

and filtered for different applications. On the other hand, the 

online data contain enormous amount of underlying 

information, and thus, they provide us excellent resources to 

explore valuable information [7]. 

 

1.2 Human activity 

In this research, we conduct the activity prediction from 

two aspects: one is where people are going, which is called the 

destination, and the other is the purpose, that is, what people 

will do. We use the tweets with location information as the 

resource. Therefore, there are two types of data we can use: one 

is the text of the tweet, which is shown as “Word” in the table 

Ⅰ; the other is the location information shown as “Location”. 

Besides the current information, considering the history data 
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would contribute to the prediction accuracy, we introduce the 

history data about both the text and location, and the history and 

current are presented as “long term information” and “short 

term information”, respectively. Therefore, the key to predict 

human’s activity includes four factors as Table 1 shows. 

Table Ⅰ: Human’s activity’s factors 

 
 

1.3 Related Works 

1) Prediction by location data 

The tendency to predict target user’s destination [8] is to 

use GPS data which are continual and highly precise. By 

combining with Bayesian network, behavioral pattern and some 

other information, the accuracy of destination prediction is 

much improved. However, this method only considers “LL” 

and “SL” as shown in Table 1, but ignoring the other two factors. 

However, in some applications, such as recommender system, 

accurate prediction of target user’s purpose is significant for 

providing appropriate services. Therefore, our method which 

considers both the purpose and location of users is needed. 

       In the research [9], it is proved that the accuracy of the 

destination prediction is improved when introducing the 

information from the friends of the target user. Therefore, we 

refer to this discovery and utilize the information from other 

users who have similar preferences to improve the prediction 

accuracy. 

Word Location

Long Term
information

LW LL

Short Term
information

SW SL
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2) Prediction by text data 

 Text data, such as blogs and posts on Social Network 

Service (SNS), have a large amount of information which 

cannot be derived from GPS data. By analyzing such kind of 

data, we can explore people’s interests, schedules and 

tendencies [10]. Therefore, text data is an appropriate resource 

for purpose prediction.  

         In this research, we use “Twitter [11]” as the data resource 

since the data extracted from it can include both two forms, that 

is, the location information and the text contents. However, text 

data, especially the posts on SNS, include so much noise that 

may cause prediction accuracy reduction. So, a filter is 

necessary to remove meaningless words from the raw data.  

        Unlike the GPS data, the location information in Twitter 

posts is discrete, and thus, we propose a novel method to 

conduct destination prediction, although it will cause some loss 

of accuracy. 

 

1.4 Objectives 

Our final goal is to estimate target user’s destination and 

purpose when he posts tweet with location information. The 

innovation is to use both the long term information and the short 

term information to better improve activity prediction. And the 

challenging points of our approach are listed as follows: 

 Comprehensive utilization of the four activity factors 

shown in Table 1 for activity prediction; 

 Exploitation of the large-scale discrete location 

information; 

 Filter creation for removing meaningless words to improve 

prediction accuracy; 

 Prediction of target user’s destination by the discrete 

location data; and 

 Introduction of similar user’s information to improve the 

prediction of the target user. 

  

2. METHOD 

2.1 Aproach 
 Our research is based on the assumption that the activity of 

target user is similar to the past activities of similar users at the 
same place. The similar user means the one who has similar 
interests, tendencies and fields of activity.  

Figure 1 is the flowchart of the proposed method. First, when 
target user posts his tweet with location information, we search 
the similar tweet posted by similar user from the past-tweet-
database. And the selected tweet is named “base-tweet”, and the 
user who posted it is called “base-user”. And then, we analyze 
the base-tweet as well as the tweets posted by the base-user in 
the next hour. Finally, we work out the target user’s activity and 
output the keywords about the purpose or destination.  

We evaluated the proposed method from the purpose and 
destination predictions, respectively. In addition, the 
contributions of long term information and short term 
information to each prediction will be verified. 

    

Figure 1: Flowchart of activity estimation 

 

2.2 Database 

The tweets we used for database building is described as 
follows: 

 Tweets with location information posted between May 2011 
and July 2011. The total number is about 40millions. 

 Each Tweet data consists of the text of post, latitude, 
longitude, user ID, created time, language and other ID 
information for management. 

 Tweets using the language of English. 

 Randomly choose the target user from the database for 
testing. 

 Remove duplicate users. 

 Filter out stop words and other meaningless words. 

2.3 Algorithm 
We output the coordinates (latitude and longitude) of the 

place where the target user is going within an hour as the 
destination prediction. And the other output is the keywords 
expressing target user’s purpose or destination, which is 
designated as the purpose prediction. For example, if a target 
user is hungry and posts “I am going to have a lunch”, then the 
proposed method can work out the name of the restaurant he 
may go, or the name of the food he may eat within 1 hour. The 
reason we set the time window as one hour is that people‘s 

Input target user’s tweet with other 

information

Create base_tweet candidate list from 

database

Choose base_tweet according to 

similarity

Other tweets exist 

after 

base_tweet ?

Analyze tweets posted after 

base_tweet, estimate target user’s 

activity.

Yes

No
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schedule is planned by hour in general, and thus, when we 
predict the next activity of a person, one hour is appropriate. 

There are two key points for the realization of the proposed 
method: One is the base-tweet selection, and the other is the 
activity prediction by analyzing the base-tweet and other tweets 
posted by the base-user.  

 

3) Select base-tweet 

The base-tweet is selected based on the following 

criterions: 

 

 The tweet posted near the place where the target tweet was 

posted. 

 The tweet posted by the similar user. 

 The tweet which is similar to the target tweet. 

 

In this research we designate the place where the target user 

posted the target tweet as “target-place”.  

When the target tweet is inputted, this program selects all the 

tweets posted within 1,000 meters of the target-place, which are 

defined as “candidate-tweets” and the shown as “SL” in Table 

1. 

And then, we create the list of similar user candidates by 

selecting all the users who posted these candidate-tweets in the 

past without duplications. Therefore, a user who has never 

come near the target place cannot be chosen as a similar user in 

this research.  

Next, we need to calculate the similarity between the target user 

and each similar user candidate. And we defined this similarity 

as the “long-term-similarity”.  

Thereafter, we calculate the similarity between the target tweet 

and each candidate-tweet, which is the “current-similarity”. 

Finally, by combining these two similarities according to (1), 

we can obtain the total similarity between the target tweet and 

each candidate-tweet, and accordingly, the base-tweet 

candidate list can be created. 

 

𝒕𝒐𝒕𝒂𝒍 𝒔𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 = 𝜶 ∙ 𝑳𝑻𝑺 + (𝟏 − 𝜶) ∙ 𝑪𝑺          (𝟏)  
 

LTS: long term similarity(0.0 ≤ 𝐿𝑇𝑆
≤ 1.0)     𝐶𝑆: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦      (0.0
≤ 𝐶𝑆 ≤ 1.0) 

  𝛼: 𝑡ℎ𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝐿𝑇𝑆      (0.0 ≤ 𝛼 ≤ 1.0) 
 

a) Long Term Similariy 

Long-term-similarity is similarity between the target user 

and other users who posted candidate-tweets. It considers both 

the past tweets and the posting place of these reference users, 

which can be used to derive the tweet word similarity and the 

location similarity, respectively. The long-term-similarity is 

defined by the following equation: 

 

                   𝑳𝑻𝑺 = 𝜷 ∙ 𝑻𝑾𝑺 + (𝟏 − 𝜷) ∙ 𝑳𝑺           (𝟐) 

 

TWS: tweet word similarity(0.0 ≤ 𝑇𝑊𝑆 ≤ 1.0)    
                   𝐿: 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦      (0.0 ≤ 𝐿𝑆 ≤
1.0) 𝛽: 𝑡ℎ𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑇𝑊𝑆      (0.0 ≤ 𝛽 ≤ 1.0) 

 

 Figure 2 indicates the relationship between LTS, CS, TWS and 

LS.  

 
 

Figure 2: Relationship between parameters 

 

A-1) TWEET WORD SIMILARITY 

 TWS is adopted for representing the similarity between the 

two tweets written by the target user and each base-user 

candidate. The high value of TWS indicates high similarity of 

the comparison users in their interests and tendencies. Each user 

is expressed as an N-dimensional status vector in the calculation 

of TWS whose vector components are the text words.  

 In this process, we extract the words used in all the tweets 

posted by the target user and the base-user candidates without 

duplications. First, we create the Hash Map vector form for each 

user, whose components are the extracted words. The size of 

this vector depends on the number of the candidate users’ 

tweets. For example, when we choose a target tweet posted in 

New York, there are approximately 60,000 users around the 

posting place of the target tweet, making the 60, 000-dimension 

vector.  

And then, we count the appearance of each word obtained by 

the extraction, and use these values to assign the status vector 

which represents the tweet contents of each user. 

Finally, the TWS between the target user and each base-user 

candidate is defined by using the created status vector and the 

cosine method. This method is often used in recommendation 

collaborative filtering [12], since it can provide reliable 

similarity between users. 

 

𝐓𝐖𝐒 = 𝐜𝐨𝐬(𝑨⃗⃗ , 𝑩⃗⃗ ) =  
𝑨⃗⃗ ∙ 𝑩⃗⃗ 

|𝑨⃗⃗ | ∙ |𝑩⃗⃗ |
                    (𝟑) 

 

A: target user’s word vector 

B: a candidate user’s word vector 

 

A-2) LOCATION SIMILARITY 

LS describes the similarity of the activity locations, and a higher 

LS value indicates that the target user and the candidate user 

Total

LTS CS

TWS LS

α １－α

β １－β
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share more in where they live and where they usually go. Each 

user is represented as 26-dimensional status vector to calculate 

LS. And each component of the vector is a given-location ID 

number which indexes a rectangular area around the posting 

place of the target tweet. Figure 3 gives an example to show the 

detailed indexing, in which target tweet is posted in No.13 area. 

From the fig. 3, we can see that the map zooms and centers on 

the location of the target-place, and selects the 25×25 

kilometers square region as the study subject. Then, the selected 

square region is divided into 25 square blocks, each of which is 

5 kilometers on a side, plus an extra block for other places 

beyond the chosen region. And the target-place is located in the 

central block which is marked as No.13. 

 

 
Figure 3: Map separation image 

                 

 

After that, we can use this built map to analyze the location 

information of each candidate user and assign the integer values 

to the LS vector. For a given candidate user, we need to check 

her/his tweets posted in all the 26 block areas, count the 

appearances of the tweets posed in each block area, and the 

obtained counts are the assigned values for the LS vector’s 

according components. For example, a user posted all her/his 

10 tweets within 2.25 kilometer distance from the target-place, 

and then, in her/his LS vector, the value of the No.13 area 

component is 10, while the others are 0.  

After enabling the LS vectors, we can calculate the LS between 

the target user and other users by the following cosine method: 

 

𝐋𝐒 = 𝐜𝐨𝐬(𝑪⃗⃗ , 𝑫⃗⃗ ) =  
𝑪⃗⃗ ∙ 𝑫⃗⃗ 

|𝑪⃗⃗ | ∙ |𝑫⃗⃗ |
                    (𝟒) 

 

C: target user’s location vector 

D: each candidate user’s location vector 

 

  

b) Current Similarity 

 Current Similarity indicates the similarity of the contents 

between the target-tweet and each candidate-tweet. Therefore, 

calculation method is similar to the TWS. Each tweet is 

represented as an N-dimensional status vector whose 

components are the words used in the tweet, and the according 

assignment values are the occurrences of these words. 

The formula of the CS between the target-tweet and each 

candidate-tweet is given as follows: 

 

𝐂𝐒 = 𝐜𝐨𝐬(𝑬⃗⃗ , 𝑭⃗⃗ ) =  
𝑬⃗⃗ ∙ 𝑭⃗⃗ 

|𝑬| ∙ |𝑭⃗⃗ |
                    (𝟓) 

 

E: target-tweet word vector 

F: each candidate-tweet’s word vector 

 

By using the LTS and the CS, we can calculate the total 

similarity between the target-tweet and each candidate-tweet. 

And then, we sort the base-tweet candidate list by the total 

similarity in descending order. Therefore, we choose the top-

listed tweet as the base-tweet. However, it can happen that there 

is no followed tweet after the base-tweet posted by the base-

user. In this case, we choose the following top-listed tweet as 

the base-tweet. 

 

4) Activity Prediction of the target user 

 After the identification of the base-tweet, we can conduct 

the activity prediction by analyzing the tweets posted by the 

base-user in the next hour of the base-tweet posting. 

 

a) Destination Estimation 

    We use the location information of the base-user’s next-hour 

tweets to estimate the destination of the target-user. By extract 

the latitude and longitude data from these tweets, we can figure 

out the average latitude and longitude. A simple method is that 

we just use these average values for the answer to the 

destination estimation. As we mentioned before, we have 

limited the estimation in one-hour time window, and it is 

enough for estimation since a lot of users post only one tweet 

within an hour. And even if people do post more than one tweets 

during that time, it is reasonable to believe that all these tweets 

are posted around the one-hour-destination unless the user is in 

the course of long-traveling. 

 Therefore, we output the average latitude and longitude as the 

destination estimation of the target user. 

 

b) Purpose Estimation 

     The text part of the next-hour tweets, which is written by the 

users, is utilized for purpose estimation. To find the key words 

of users’ purpose, we introduce the technology of Term 

Frequency Inverse Document Frequency [11] which is 

represented as “tf-idf” in (6). It can quantitatively evaluate the 

contribution of each word in a document. The value of tf-idf is 

higher when the word occurs more frequently in the document 

but less used in other documents. We can calculate the tf-idf of 

each word by the following equation: 

 

  𝐭𝐟 𝐝𝐟 = 𝐭𝐟 ∙ 𝐢𝐝𝐟                  

𝐭𝐟𝐢,𝐣  =  
𝒏𝒊,𝒋

∑ 𝒏𝒌,𝒋𝒌

           (𝟔) 

𝐢𝐝𝐟𝐢 = 𝐥𝐨𝐠
𝑫

𝒅𝒊

                     

 

１ 2 3 4 5

6 7 8 9 10

11 12 13 14 15

16 17 18 19 20

21 22 23 24 25 26:other places
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ni,j ∶ 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑 "i"  𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 "j" 

D ∶ the number of total documents 

di ∶ 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑤ℎ𝑖𝑐ℎ 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝑤𝑜𝑟𝑑 "𝑖" 
 

According to the tf-idf values of words, we choose the highest 

one as the key word to describe the purpose of the target user. 
 

3. EVALUATIONS 

To verify the performance of the proposed method in 

activity prediction, we explore the contributions of the related 

influences to the prediction accuracy. There are four factors 

needed for activity prediction: LTS, CS, TWS and LS. And 

according the definition formulas (1) and (2), each of them has 

a contribution weight, that is, α , 1-α , β  and 1-β , 

respectively. Because the weight of LTS is actually the 

complementation of the CS weight, and so do the TWS weight 

to the LS weight. Therefore, we only need to deal with the two 

parameters, that is, the weights of LTS and TWS, and treat them 

as variables, respectively, to figure out how these two 

parameters affect the prediction performance.  

 

3.1 Details of implenmentation 

The quantitative evaluation is based on the following key 

points: 

 

 The evaluation of the activity prediction is promoted in two 

ways: destination prediction and purpose prediction. 

 Few tweets around the target area may cause null value for 

purpose prediction, and in that case, the purpose output is 

excluded. 

 The tweets posted by bot user may cause the predicted 

destination ridiculous far from the posting location, which 

is impossible for people to reach within one hour, and thus, 

such results need to be removed.  

 Varying the LTS and TWS, respectively, by using 0.1 as 

the sample step, we conducted experiments 121 times for 

each target-tweet in total. 

 The target tweets for testing are randomly selected, and the 

number of these tweets is about 1000.  

 

3.2 Evaluation on Destination Prediction 

      

 We introduce the error range to evaluate the performance of 

the destination prediction. The error range is defined as the 

distance between the predicted destination and the golden 

answer. Therefore, the lower this value is, the better the 

prediction accuracy is. As for the creation of the golden answer 

to the destination prediction, we select the next-hour tweets 

posted by the target user, extract the location information from 

them, and use the average coordinate data as the golden answer. 

 

3.3 Evaluation on Purpose Prediction 

We use the similarity of the next-hour tweet contents 

between the target user and the base user to measure the purpose 

prediction accuracy. The time references are the target tweet 

posting time and the base tweet posting time, respectively. And 

the calculation method is similar to the TWS and the CS. The 

higher value indicates higher prediction accuracy. 

 It is notable that the output keyword has been removed from 

each tweet in the process of the evaluation.   
 

4. RESULTS 

 The experimental results are shown in fig.4. From the 

results, we can see that the optimal prediction accuracy of the 

purpose is obtained when the weight of LTSαis 0.7, and the 

weight of TWSβ is 0.8, which reaches 29.84%. And for the 

destination prediction, when α is 0.9 and β is 0.7, the error 

range attains the minimum, that is, 911.40 meters. 

The results demonstrate that the LTS and the TWS have 

far greater impacts on the prediction accuracy than the CS and 

the LS. This discovery means that long term information plays 

a more important role than short term information in the activity 

prediction, and people’s future activities are more relevant to 

their interests and tendencies than the locations. 

And taking both of the destination and purpose prediction 

into account, we can tell that the best prediction performance 

comes when the value for α ranges between 0.7 to 0.9 and the 

value for β ranges between 0.7 to 0.8.  

 

 
(a) Relation between the Contents Similarity and (α, β) 

 
(b) Relation between the Error Range and (α,β) 

Figure 4. Evaluation Results 
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 In addition, in Fig. 5, we present the optimal parameters 

obtained by evaluations on the purpose and destination 

prediction, respectively.  

 

 
Figure 5: Optimal parameters 

 

5. DISCUSSION 

 This result proved that Long Term Similarity greatly 

affects the accuracy of human’s activity prediction. As an 

effective factor of Long Term Similarity, the Tweet Word 

Similarity is more important than Location Similarity. However, 

we can tell that even for the destination prediction, the 

contribution of the Location Similarity is weak. It may because 

the proposed method cannot completely filter the bot tweets, 

causing the noisy for the destination prediction. 

 It is important to note that our method is not suitable for all-

round activity prediction. So, we need to classify human’s 

activities and improve our method to fit to the all-round activity 

prediction [13]. 

 

6. CONCLUSION 

 In this research, we proposed a novel method to predict 

users’ activity, discussed the contributing factor in the 

prediction accuracy, and worked out the optimal parameters for 

the accuracy. This result shows that long term information is 

more important than short term information when we predict 

human’s activity and their posted contents effect the long term 

factor more than the activity area. However, when we predict 

human’s activity, we cannot ignore other factors in Table 1. It 

proved that human’s activity depends much more on his long 

term intention than his intention at that time. 

In future, we are planning to create an android application 

based on the proposed method, and conduct real-life tests for 

comprehensively evaluate it. So, before the application, we 

should refine our method to improve the prediction accuracy, 

and do large-scale experiments to verify the feasibility. And we 

hope that this technology will bring benefits to various kinds of 

services, such as the collaboration of e-commerce web sites, 

recommendations and social network services. 
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