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Abstract: In high-speed and long-distance networks, TCP NewReno, the most popular version of Transmission Con-
trol Protocol (TCP), cannot achieve sufficient throughput owing to the inherent nature of the congestion control mech-
anism of TCP. Therefore, in order to overcome this limitation, Compound TCP was proposed. Compound TCP can
achieve a considerably higher throughput than TCP NewReno in high-speed and long-distance networks. The conges-
tion control mechanism of Compound TCP consists of loss-based and delay-based congestion controls. However, in
wireless LAN, the media access control used causes unfairness in the throughput among TCP connections. Compound
TCP has the same type of congestion control as TCP NewReno; hence, it is expected that the problem will occur among
Compound TCP connections. In this study, we evaluate the performance of Compound TCP for wireless LAN, and
demonstrate that the throughput among Compound TCP connections becomes unfair. Then, we propose Compound
TCP+, which implements a finer congestion control by detecting a state of slight congestion. Using simulation, we
show that in wireless LAN, Compound TCP+ connections achieve fairness and share the bandwidth equally. We also
demonstrate through simulation that Compound TCP+ achieves high throughput in a high-speed wired network.
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1. Introduction

Transmission Control Protocol (TCP) is a transport-layer pro-
tocol that is currently used as a standard for the Internet. How-
ever, the congestion control mechanism of TCP NewReno (here-
after, unless otherwise stated, “TCP” denotes “TCP NewReno”),
the most popular version of TCP, cannot use the network band-
width efficiently in high-speed and long-distance networks [1].
Several congestion control mechanisms have been proposed to
solve this problem [2], [3], [4], [5], [6], [7]. These proposed
mechanisms can be divided into two types—loss-based [2], [3],
[4], [5] and delay-based [6], [7] congestion control.

HighSpeed TCP [2], Scalable TCP [3], BIC TCP [4], and CU-
BIC TCP [5] are classified as loss-based congestion control pro-
tocols that use packet losses as the index of congestion. Com-
pared with TCP, these new transport-layer protocols enlarge the
increase size of the congestion window at the time of receiving
ACK packets and reduce the decrease size of the congestion win-
dow at the time of packet losses, and utilize the bandwidth effec-
tively in a high-speed and long-distance network. This method
can also be called extremely greedy congestion control because
it continues to increase the congestion window until a packet loss
occurs.

FAST TCP [6] and transport-layer protocol [7] are classified as
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delay-based congestion control protocols that use the network
delay as the index of congestion. FAST TCP increases its con-
gestion window exponentially when a network has vacant band-
width, and the bandwidth is effectively utilized in a high-speed
and long-distance network. Moreover, by measuring the available
bandwidth and predicting the round-trip time, the transport-layer
protocol [7] utilizes the bandwidth effectively by conducting con-
gestion control so that the queuing delay is reduced. However,
the throughput of the TCP in delay-based congestion control sig-
nificantly decreases when it competes with the TCP in loss-based
congestion control [8].

As described, loss-based congestion control suffers from the
problem that a congestion window continues to increase in size
until a packet loss occurs. Moreover, delay-based congestion
control has the problem that the throughput of a connection
that uses delay-based congestion control degrades significantly
when it competes with a connection that uses loss-based con-
gestion control. The new congestion control is therefore pro-
posed [9], [10], [11], [12], [13], [14], [15], [16], [17]. According
to the available bandwidth, which is estimated from the receiv-
ing interval of an ACK packet, TCP Westwood [9] determines
the decrease in the width of the congestion window at the time
of a packet loss. Moreover, TCP Westwood+ [10] estimates the
available bandwidth using the round-trip time and the decrease
in the width of the congestion window at the time of a packet
loss. Furthermore, TSUNAMI [11] and UDT [12] are protocols
that combine TCP and UDP.

Furthermore, mechanisms that combine loss-based and delay-
based congestion controls [13], [14], [15], [16], [17] have been
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proposed. When a network is not in a congestion state, these
mechanisms increase the congestion window size, and utilize the
vacant bandwidth that TCP cannot use fully. Moreover, when a
network is in a congestion state, these mechanisms can match the
fairness of TCP. Owing to the installation of Compound TCP in
MS Windows since Windows Vista SP1, it is expected that Com-
pound TCP will be widely used henceforth. Therefore, in this
paper, we focus on Compound TCP.

In wireless LAN, fairness in throughput is not achieved when
multiple TCP connections are involved in data transfer [18], [19],
[20]. This problem originates in the wireless LAN access con-
trol and the TCP congestion control. In wireless LAN, when
a terminal starts communication, it first determines whether the
other terminals are communicating. Then, after acquiring a trans-
mitting right, the terminal transmits packets. All wireless termi-
nals, including access points, obtain this transmitting right in a
fair manner. However, owing to this fairness, buffer overflow oc-
curs at an access point, and many ACK packets are discarded.
Hence, TCP connections with small throughput and TCP connec-
tions with large throughput coexist in wireless LAN.

Similar to TCP, Compound TCP uses loss-based congestion
control. Therefore, when Compound TCP is used in wireless
LAN, the throughput among connections may become unfair. In
this study, we evaluate the performance of Compound TCP in
wireless LAN by simulation, and show that the throughput of
Compound TCP becomes unfair among connections similar to
TCP. Further, we propose Compound TCP+, which implements
a finer congestion control by detecting a state of slight congestion.
In addition, we use simulation to demonstrate that Compound
TCP+ shares the bandwidth fairly in wireless LAN. Finally, we
show that Compound TCP+ can obtain a high throughput in a
high-speed and long-distance network.

The rest of this paper is organized as follows. First, in Sec-
tion 2, we explain the problem of unfair throughput of TCP in
wireless LAN. In Section 3, we discuss the algorithm of the con-
gestion control mechanism of Compound TCP, and show that the
unfair throughput problem also occurs among Compound TCP
connections in wireless LAN. In Section 4, we propose Com-
pound TCP+ and evaluate its performance. Finally, in Section 5,
we state the conclusion, and discuss future work.

2. Unfairness in TCP Throughput in Wireless
LAN

In wireless LAN, TCP has two fairness problems: (1) the
throughput between up and down flows becomes unfair [18],
[19], [20] and (2) the throughput between up flows becomes un-
fair [21], [22]. In this paper, we deal with the problem of the
unfairness of throughput between up flows. Below we discuss
the latter problem, past researches performed to addresses the un-
fairness issue, and the disadvantages of the current methods.

2.1 Cause of Unfairness
In wireless LAN, when multiple TCP connections perform a

data transfer, this results in unfairness among the TCP connec-
tions [18], [19], [20]. This problem originates in Carrier Sense
Multiple Access/Collision Avoidance (CSMA/CA), which is the

access control used in wireless LAN, and the congestion control
of TCP. In CSMA/CA, a wireless terminal first verifies the ex-
istence of communication between other wireless terminals. If
no other wireless terminals are transmitting packets, this wireless
terminal acquires a transmitting right, and then, begins transmis-
sion. Each wireless terminal and an access point can obtain a
transmitting right fairly. Here, we consider the case where mul-
tiple wireless terminals perform data transfer to hosts using TCP
via an access point. Let n be the number of wireless terminals
connected to an access point The wireless terminals and the ac-
cess point obtain a transmitting right fairly; the probability that
each wireless terminal and an access point obtain a transmitting
right is 1/(n + 1). Next, we consider the up and down flows in
wireless LAN. During up flows, wireless terminals transmit data
packets, and during down flows, an access point transmits TCP
ACK packets. Since n wireless terminals in up flows require a
transmitting right, the probability that up flows obtain a transmit-
ting right is n/(n + 1). On the contrary, only one access point
in down flows requires a transmitting right; therefore, the prob-
ability that down flows obtain a transmitting right is 1/(n + 1).
Thus, the probability that down flows obtain a transmitting right
decreases with an increase in the number of wireless terminals.
Consequently, at an access point, ACK packets continue to be ac-
cumulated at the buffer, thus resulting in the dropping of ACK
packets due to the buffer overflow.

When three duplicate ACK packets are received, TCP con-
cludes that packet loss has occurred, and initiates “fast retrans-
mit”. In fast retransmit, the discarded packet is retransmitted
without waiting for the retransmission timeout. When buffer
overflow has occurred at an access point, it is difficult for a con-
nection with a small congestion window to receive the three du-
plicate ACK packets required for fast retransmit. When a packet
loss occurs, and three duplicate ACK packets cannot be received,
this results in a retransmission timeout.

TCP decreases the congestion window to one when a timeout
occurs. Owing to the extremely small size of the congestion win-
dow of the TCP connection involved in the timeout, the possibil-
ity of another retransmission timeout is high. Therefore, the TCP
connection in which the retransmission timeout occurred once
can rarely increase the congestion window. Thus, the throughput
of such a connection becomes extremely low. On the contrary, a
connection with a large congestion window has a high probabil-
ity of successful retransmits in the fast retransmit when a packet
loss occurs. Therefore, the difference in the size of the conges-
tion windows becomes large, thus causing a large difference in the
throughput. Hence, throughput fairness among TCP connections
is not achieved.

2.2 Related Work
Various solutions for this problem have been proposed and

studied [21], [22], [23], [24], [25]. For instance, TCP through-
put fairness is improved by changing the MAC layer protocol of
an access point [23]. In Ref. [23], contention window (CW), a
range of random numbers used in calculating the waiting time
for collision avoidance, is determined so that an access point
may obtain the predominancy of the packet transmission. An-
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other method proposes that the data packet of up flows should
be discarded probabilistically based on the number of packets in
an access point buffer [21]. The congestion control of TCP de-
creases the congestion window when a packet loss is detected.
The transmission rate of the connection whose congestion win-
dows are decreased becomes small. Therefore, this method pre-
vents the discarding of ACK packets at an access point by in-
tentionally discarding the data packet of up flows, thus causing
degradation in the transmission rate of up flows. Consequently,
the fairness among TCP connections improves. Changes in the
minimum and maximum values of CW are proposed according to
the type of traffic [24]. This improves the fairness among connec-
tions in wireless LAN using IEEE 802.11e Enhanced Distributed
Channel Access (EDCA). Further, the buffer management mech-
anism ensures that the number of packets of each flow that exists
in an access point buffer have approximately similar values [25].

As described above, there has been significant research in the
area of improving throughput fairness of TCP in wireless LAN.
However, most proposed approaches require a change in an ac-
cess point. This infringes the end-to-end principle of not imple-
menting complicated control in a network. In addition, it is diffi-
cult to add the modification to an access point because the control
mechanism at the access points is implemented in its hardware.
Therefore, most methods that have been proposed are not fea-
sible for implementation. A new congestion control mechanism
that uses the dropping of ACK packets as an indication of conges-
tion was proposed [22]. Although this adheres to the end-to-end
principle, and only requires a change in the TCP on the sender
side, it results in a decrease in throughput. In this study, we pro-
pose a new method that complies with the end-to-end principle,
and does not require modification of an access point.

Some studies on Compound TCP have been pursued in the
past [16], [17], [26], [27]. For example, it was shown by
simulations and experiments in a real network that Compound
TCP achieves a high link utilization and shares the bandwidth
fairly with TCP Reno in a high-speed and long-distance net-
work [16], [17], [26]. Further, a method for automatically adjust-
ing γ, the threshold of the delay window of Compound TCP, was
proposed, and its effectiveness was demonstrated by simulations
and experiments in a real network [27]. Moreover, in Ref. [28],
the authors evaluated Compound TCP in the wireless LAN envi-
ronment using simulations. Their results show that, when Com-
pound TCP is used in wireless LAN, throughput unfairness be-
tween up flows occurs. The throughput unfairness is explained
based on the sending-out window of Compound TCP and loss of
ACK packets. However, no study has been performed from the
viewpoint of the Compound TCP on conducting a hybrid con-
gestion control that combines loss-based and delay-based con-
gestion control. In contrast, in this paper, which focuses on the
characteristics of Compound TCP, we show that there is no in-
crease/decrease in a delay window in wireless LAN, and as a re-
sult, the same control as TCP is conducted, causing throughput
unfairness.

3. Compound TCP Throughput in Wireless
LAN

In this section, we first explain the congestion control mecha-
nism in Compound TCP. Then, we evaluate the performance of
Compound TCP in wireless LAN, and show that, as seen in TCP,
throughput fairness among connections is not achieved.

3.1 Congestion Control in Compound TCP
Compound TCP implements a window-based congestion con-

trol, and adjusts the number of packets sent to a network on the
basis of the sending-out window. The sending-out window, swnd

of Compound TCP is given by

swnd = cwnd + dwnd (1)

where cwnd is the loss window used in loss-based congestion
control, and dwnd is the delay window used in delay-based con-
gestion control.

Compound TCP consists of two operational phases called the
slow start phase and the congestion avoidance phase. Compound
TCP increases the loss window size with every receipt of an ap-
propriate ACK, and the increase in the loss window size depends
on the phase. The loss window in each phase is given by

cwnd =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

cwnd + 1
(slow start phase)

cwnd +
1

swnd
(congestion avoidance phase)

(2)

Compound TCP increases the size of the loss window exponen-
tially and linearly in the slow start phase and the congestion
avoidance phase, respectively. Moreover, when a packet loss is
detected, the decrease in the size of the loss window differs de-
pending on the packet loss detection method. The decrease in the
size of the loss window is given by

cwnd =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
cwnd

2
(duplicate ACKs)

1. (timeout)
(3)

Compound TCP has two types of detection methods for packet
loss. When a packet loss is detected owing to the receipt of three
duplicate ACKs, it is concluded that slight congestion has oc-
curred in the network, and Compound TCP decreases the loss
window size to half of the current value. In contrast, when a
packet loss is detected owing to a timeout, it is concluded that
serious congestion has occurred in the network, and Compound
TCP decreases the size of loss window to one.

The delay window remains unchanged in the slow start phase,
but it changes in the congestion avoidance phase. The increase
or decrease in the size of delay window in the congestion avoid-
ance phase is calculated as follows: First, the number of packets
queued in the entire network, Diff, is estimated by

Diff =

(
swnd

baseRTT
− swnd

RTT

)
· baseRTT (4)

where baseRTT is the minimum value of the round-trip time and
RTT is the current round-trip time. When packet loss does not
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Table 1 Definition of notations.

swnd sending-out window
cwnd loss window
dwnd delay window
Diff number of packets queued in the network
basRTT minimum round-trip time
RTT current round-trip time
α, β, k, ζ control parameters
γ threshold value for Diff

Fig. 1 Simulation model for wireless LAN.

occur, Compound TCP changes the size of the delay window for
every round-trip time, and the size of delay window is calculated
by the following equation that is based on Diff.

dwnd =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dwnd + (α · swndk − 1)+ (5)

(Diff < γ)

(dwnd − ζ · Diff)+ (6)

(Diff ≥ γ)
where (x)+ is defined as max (x, 0). When Diff is smaller than the
threshold γ, it is determined that a network is not in the congested
state, and the delay window increases. On the other hand, when
Diff is larger than the threshold γ, it is determined that congestion
has occurred in the network, and the delay window decreases.

Compound TCP decreases the delay window when three du-
plicate ACKs are received, or a retransmission timeout occurs. In
this case, the size of delay window is given by

dwnd =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

(swnd ∗ (1 − β) − cwnd/2)+

(duplicate ACKs)
0

(timeout)

where β is the control parameter for Compound TCP. The nota-
tions used in this section are summarized in Table 1.

3.2 Performance Evaluation of Compound TCP
We investigate the fairness among Compound TCP connec-

tions in a wireless LAN, by using the ns-2 [29] simulator. In the
simulation model shown in Fig. 1, 20 wireless terminals trans-
mit data packets through a single access point. The link band-
width and delay between the access point and the receiver host
are 10 [Gbit/s] and 110 [ms], respectively. The packet size is
1,500 [byte]. The wireless LAN standard, IEEE 802.11g, is used.
The Slot Time, Short Inter Frame Spacing (SIFS), Distributed In-
ter Frame Spacing (DIFS), CWmin, CWmax, and Data Rate are
9 [μs], 16 [μs], 34 [μs], 15, 1,023 and 54 [Mbit/s], respectively.
The simulations run for 500 [s], and the simulation results from
the last 400 [s] are used for the measurements. The network pa-
rameters and wireless LAN parameters used in the simulations

Table 2 Parameters used in simulations for wireless LAN.

Network Parameters
Number of wireless terminals 20
Two-way propagation delay 220 [ms]
Link bandwidth 10 [Gbit/s]
Packet length 1,500 [byte]

Wireless LAN Parameters
Wireless LAN Standard IEEE 802.11g
Slot time 9 [μs]
SIFS 16 [μs]
DIFS 34 [μs]
CWmin 15
CWmax 1,023
Data rate 54 [Mbit/s]

Table 3 Parameters used in simulations for Compound TCP.

α 1/8
β 1/2
ζ 1
k 0.8
γ 30

Fig. 2 Compound TCP throughput in wireless LAN.

are summarized in Table 2. The parameters for Compound TCP,
α, β, k, ζ, and γ are 1/8, 1/2, 1, 0.8 and 30, respectively. Note
that we used the same values for parameters of Compound TCP
as those used in Ref. [17], in which Compound TCP is proposed.
The Compound TCP parameters used in the simulations are sum-
marized in Table 3.

The loss-based congestion control of Compound TCP imple-
mented in the current version of ns-2 has a problem in the timer
implementation; hence, it cannot determine the progress of the
round-trip time accurately. We resolve this problem and run sim-
ulations.

Figure 2 shows the average throughput of Compound TCP
connections in decreasing order of values. The value when the
bandwidth is shared fairly is also plotted in the figure. From
Fig. 2, it can be observed that connections with a high throughput
and connections with an extremely low throughput are present.
Therefore, it can be concluded that the problem of unfair through-
put, existing in TCP, also exists in the case of Compound TCP.

Figure 3 shows the loss, delay and sending-out windows of the
connection that achieved the highest throughput in Fig. 2. From
Fig. 3, it can be observed that there is no increase or decrease in
the delay window; further, only the loss window changes. This
means that the congestion control of Compound TCP in wireless
LAN performs in the same manner as TCP does. Therefore, when
Compound TCP is used in wireless LAN, it is thought that the
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Fig. 3 Size of the loss, delay, and sending-out windows of Compound TCP.

Fig. 4 Number of packets in the access point buffer.

throughput unfairness problem between the connections occurs
in a similar way as in TCP.

Figure 4 shows the number of packets in the access point
buffer. From Fig. 4, it can be observed that the access point buffer
is always full. Many packets are accumulated at the access point
buffer, and the round-trip time increases. Delay-based congestion
control judges from the increase in the round-trip time that the
network is in a slightly congested state, and continues decreas-
ing its delay window. Therefore, as shown in Fig. 3, the delay
window size is always zero. In contrast, loss-based congestion
control is not concerned with the accumulation status of the ac-
cess point buffer but makes increases in its loss window until it
detects a packet loss. Therefore, in wireless LAN, Compound
TCP conducts the same congestion control as TCP does.

In Fig. 3 and Fig. 4, it can be observed that the delay window
is zero when many packets are buffered at the access point and
buffer overflow occurs. At an access point, an increase in the
number of buffered packets increases the queuing delay. When
loss-based congestion control is implemented, the number of
buffered packets continues to increase until buffer overflow oc-
curs. Moreover, a delay-based congestion control decreases its
delay window if the queuing delay increases. Therefore, before
buffer overflow occurs, the delay window decreases to zero. Fig-
ure 5 shows the simulation results when the number of wireless
terminals in the network model shown in Fig. 1 is two. This figure
shows the loss, delay, sending-out window, and the time of buffer
overflow occurring at an access point. From Fig. 5, we can find
that the delay window of Compound TCP is set to zero before

Fig. 5 Size of the loss, delay, sending-out windows of Compound TCP, and
time of buffer overflow.

buffer overflow occurs.

4. Compound TCP+

In Section 3, it was seen that when Compound TCP is used
in wireless LAN, the problem of unfair throughput among con-
nections exists, similar to the case of TCP. In this section, we
propose Compound TCP+, which solves this problem. Then,
we demonstrate the effectiveness of Compound TCP+ by sim-
ulations.

4.1 Congestion Control in Compound TCP+
In wireless LAN, the mechanism of loss-based congestion con-

trol and absence of delay-based congestion control lead to un-
fairness in the throughput among Compound TCP connections.
Loss-based congestion control is a greedy control mechanism that
fills an access point buffer. Therefore, we propose a method uti-
lizing delay-based congestion control to eliminate the greed of a
loss-based congestion control mechanism when the network is in
a state of congestion just prior to the occurrence of a packet loss.

The delay window of Compound TCP+ changes in a manner
similar to the case of Compound TCP, and is based on the esti-
mated value, Diff, of the number of packets queued in the entire
network. Diff is obtained by Eq. (4). The delay window is deter-
mined on the basis of Diff. When Diff is less than the threshold
γ, it is concluded that the network is not in a congested state, and
Compound TCP+ increases the delay window. When the network
is not congested, the delay window of Compound TCP+ is speci-
fied by Eq. (5). When Diff exceeds the threshold γ, it is concluded
that the network is in a congested state, and the delay window is
decreased. In this case, the delay window is specified by Eq. (6).

The change in the loss window size depends on the delay win-
dow. When the size of delay window is greater than zero, it is
concluded that the network is not in a congested state. At this
time, Compound TCP+ increases the loss window similar to the
case of Compound TCP. The loss window in Compound TCP+
is calculated using Eq. (2).

When an appropriate ACK is received, and the delay window
size is equal to zero, the network is considered to be in a lightly
congested state. If the loss window increases as in the case of
Compound TCP, the congestion will worsen, and lead to buffer
overflow at the access points. Therefore, when the delay window
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size is zero, Compound TCP+ changes the loss window at every
round-trip time according to the following equation:

cwnd = f (cwnd)

where f (cwnd) is a function that returns a value less than or equal
to cwnd. We examine the function f (cwnd) in the following sec-
tion. Delay-based congestion control decreases its delay window
size using Eq. (6), when Diff exceeds γ. When Diff continues to
exceed γ, the delay window size continues to decrease, until it
reaches the minimum value of zero. A network is considered to
be close to the state of a packet loss occurrence when the delay
window attains its minimum value. However, in spite of the delay
window size being zero, Compound TCP continues to increase
its loss window, thus, causing buffer overflow at an access point.
Hence, fairness among connections is not achieved. Therefore,
Compound TCP+ does not increase the loss window size based
on the function f (cwnd) for every round-trip time when the de-
lay window size is zero. It must be noted that, when packet loss
occurs, there is no change in the Compound TCP+ operations
compared to Compound TCP. The sending-out window is ob-
tained by Eq. (1). The sending-out window is the sum of the loss
and delay windows, similar to the case of Compound TCP.

4.2 Performance Evaluation of Compound TCP+
Next, we evaluate Compound TCP+ by simulation. The sim-

ulation environment and the parameters of IEEE 802.11g are the
same as described in Section 3. By simulation, we investigate the
following functions to determine which function we should use
in Compound TCP+, respectively.

f (cwnd) = �cwnd × 2/3� (7)

f (cwnd) = �cwnd − 1/2� (8)

f (cwnd) = cwnd (9)

where �x� is the minimum integer value that is greater than or
equal to x. When the delay window size is zero, the network is
considered to be in a state close to the occurrence of a packet
loss. Thus, when the delay window size is zero, the loss window
size should not be increased. In this study, we investigate the fol-
lowing cases: (1) multiplicative decrease in the loss window size
(Eq. (7)), (2) linear decrease in the loss window size (Eq. (8)), and
(3) no change in the loss window size (Eq. (9)). When an appro-
priate ACK is received, and the delay window size is zero, the
network is not in a serious congestion state that would cause a
packet loss. Therefore, we determine the function f (cwnd) such
that the loss window in this case is greater than the loss window
in the case where a packet loss occurs (in the case of packet loss,
the loss window is specified by Eq. (3)). The simulations are ex-
ecuted 10 times. The time period for each simulation is 500 [s]
and the last 400 [s] are used for calculating simulation results —
the fairness index, the round-trip time, and the total throughput.

We evaluate the fairness among the Compound TCP connec-
tions, and the Compound TCP+ connections. In this study, Fair-
ness Index [30] represents the index of fairness. Let n be the num-
ber of samples and xi(1 ≤ i ≤ n) be the value of a sample. Fair-
ness Index f , which represents the fairness of the sample values,

is given by

f =
(
∑n

n=1 xi)2

n
∑n

i=1 x2
i

. (1 ≤ i ≤ n)

Fairness Index f is greater than or equal to zero and less than or
equal to one. A higher value of fairness is indicated by a value of
f closer to one.

Figure 6 shows simulation results for different values of the
number of Compound TCP and Compound TCP+ connections.
Figure 6 (a)–(c) show (a) the average fairness index, (b) the aver-
age round-trip time, and (c) the average total throughput, respec-
tively. From Fig. 6 (a), it can be observed that when fewer wire-
less terminals are connected to the access point, the fairness of
Compound TCP and Compound TCP+ are approximately equal.
However, with an increase in the number of wireless terminals,
the fairness of Compound TCP degrades. On the contrary, ex-
cept in the case where Compound TCP+ uses Eq. (9), Compound
TCP+ achieves high fairness. This is because when the delay
window size is zero, the Compound TCP+ decreases the loss
window size without a packet loss occurrence. This means the
sending-out window size becomes small, and Compound TCP+
stops filling the buffer at the access point. As a result, Compound
TCP+ achieves high fairness. Further, when Eq. (9) is used, it
is found that fairness slightly worsens with increase in the num-
ber of wireless terminals. When the number of connections in a
network increases, the state of the network approaches state of a
packet loss occurrence. In such a case, Compound TCP+ with
Eq. (9) continues to maintain the loss windows, thus leading to
worse fairness. This result shows that although a packet loss does
not occur in such a network state, the loss window should be de-
creased in order to improve the fairness.

Figure 6 (b) shows that the average round-trip time of Com-
pound TCP+ is very small when compared with the average
round-trip time of Compound TCP. Compound TCP continues to
increase the loss window until it detects a packet loss. An increase
in the loss window causes many packets to be stored in an access
point buffer. Therefore, the average round-trip time of Compound
TCP becomes extremely high. This high round-trip time can be
a serious problem for interactive applications, but it is insignifi-
cant for applications such as a file transfer. In contrast, when a
network is considered to be close to the state where a packet loss
occurs, congestion control of Compound TCP+ avoids filling the
buffer at an access point. Hence, the average round-trip time of
Compound TCP+ becomes low.

Figure 6 (c) shows that the total throughput of Compound
TCP+ is lower than the throughput of Compound TCP. Com-
pound TCP increases the loss window until a packet loss occurs.
On the contrary, when the delay window size is zero, Compound
TCP+ decreases the loss window or maintains it at a constant
size. Therefore, Compound TCP+ has a lower throughput value.
In particular, when Eq. (7) is used, the total throughput is lower
than that in the other cases. This is because Compound TCP with
Eq. (7) decreases the loss window size multiplicatively. The rapid
decrease in the size of the loss window when the size of the delay
window is zero is good for fairness. However, in compensation
for the fairness, the total throughput is decreased.
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(a) Average Fairness Index (b) Average Round-trip Time

(c) Average Total Throughput

Fig. 6 Simulation results for Compound TCP+ in wireless LAN.

From the above result, we conclude that Eq. (8), which
achieves high throughput and high fairness levels, is appropri-
ate as the function f (cwnd) in wireless LAN with a large delay.
However, depending on the network or the congestion state, the
method for decreasing a loss window and the parameter of each
method may not be appropriate. We will investigate methods
for decreasing the loss window and the parameter value of each
method in many network environments in a future work.

Next, we qualitatively examine fairness in the case where TCP
and Compound TCP+ compete. TCP uses packet loss as the in-
dex of congestion, and it increases the congestion window size
until a packet loss occurs. In contrast, Compound TCP+ de-
creases the loss window size when the network is considered to
be in the state where packet loss can occur, even if a packet loss
does not actually occur. When Compound TCP+ competes with
TCP, packets are accumulated at the router or access point buffer
by the TCP connection, and the round-trip time increases. As for
a Compound TCP+ connection, the delay window decreases with
the increase in the round-trip time. Moreover, as a result of the
continuing decrease in the delay window to zero, the loss win-
dow decreases. Therefore, since Compound TCP+ does not take
the bandwidth of the existing TCP connection that is competing
with it, it can be said that Compound TCP+ implements TCP-
friendly congestion control. The same is true when Compound
TCP+ and Compound TCP compete. It should be noted that
we intend to evaluate the fairness between Compound TCP+ and
other transport-layer protocols quantitatively in our future work.

Table 4 Parameters used in simulations for a high-speed network.

Number of end-hosts 2
Two-way propagation delay 220 [ms]
Link bandwidth 10 [Gbit/s]
Packet length 1,500 [byte]

Fig. 7 Simulation model for a high-speed network.

Finally, using simulations, we show that in a high-speed net-
work, Compound TCP+ can obtain a throughput similar to the
throughput in Compound TCP. The network model of the simu-
lation is shown in Fig. 7. In this model, one Compound TCP or
Compound TCP+ connection performs file transfer. The band-
width of all links is 10 [Gbit/s]. The two-way propagation delay
between the sender and receiver hosts is 220 [ms]. The simulation
runs for 100 [s]. The network parameters used are summarized in
Table 4.

Figure 8 shows the throughput of Compound TCP and Com-
pound TCP+. For both protocols, it can be seen that the through-
put increases to 10 [Gbit/s] in the slow-start phase. The slow-start
phase is completed when a packet loss occurs, and the through-
put promptly decreases. However, the throughput of Compound
TCP and Compound TCP+ increases gradually and saturates at
10 [Gbit/s]. From this simulation result, it can be concluded that
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Fig. 8 Throughputs of Compound TCP and Compound TCP+ in a high-
speed network.

similar to Compound TCP, Compound TCP+ can achieve high
throughput in a high-speed wired network.

5. Conclusion and Future Work

In this paper, we proposed Compound TCP+, a protocol that
improves the throughput fairness of Compound TCP connections
in wireless LAN, and we demonstrated its effectiveness. First, we
evaluated the performance of Compound TCP in wireless LAN
by simulation. It was observed that the loss-based congestion
control mechanism (same mechanism as used by TCP) performed
by Compound TCP does not achieve fairness in throughput. In or-
der to solve this problem, Compound TCP+ was proposed. It de-
creases the loss window when it anticipates a state where a packet
loss may occur, without actual packet loss occurrence. Using
simulation, we showed that Compound TCP+ connections have
high fairness in wireless LAN. Further, we also demonstrated
that Compound TCP+ achieves high throughput in a high-speed
wired network.

Compound TCP+ proposed in this paper offers a solution to
the problem of throughput unfairness between up flows in wire-
less LAN. Therefore, it would be interesting to extend Compound
TCP+ for solving the problem of throughput unfairness when up
and down flows coexist in wireless LAN. Moreover, in this paper,
only a qualitative evaluation was conducted for a network where
TCP and Compound TCP+ or Compound TCP and Compound
TCP+ competed. It is important to quantitatively evaluate the
fairness between Compound TCP+ and other transport-layer pro-
tocols. It is also important to conduct a performance evaluation
of Compound TCP+ in various network environments.
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