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Abstract To provide high quality communication services to non-expert users including elderly people and chil-
dren in ubiquitous information environments， it is necessary to provide expert knowledge about network and com-
puters e仔ectivelyto reduce the burden of the users. We have been working on the systematic support of circulation 
of the expert knowledge to resolve such kind of issue. In this paper， we propose a new Knowledge Circula-
tion Framework (KCF) for ubiquitous service provisioning. This framework aims at realizing user-oriented and 
resource-aware services by deployingexpert knowledge acquired in the digital space. We rea1ize KCF by using 
出econceptof knowledge-based multiagent system. Moreover， we applied KCF to deploy QoS control knowledge 
for ubiquitous videoconference system and performed several experiments. The experimental results show出at由e
proposed system can provide better and more stable QoS， by improving the adaptability to the various types of 
ubiquitous computing environments， without any increase of user's burden. 

1 Introduction 

In ubiquitous information environment， service 
provisioning ability ofsystems is significantly Iimited 
due to the lack of computational power of small de-
vices/sensors， ai1d Iimitations in avai1ability and sta-
bi1ity of wireless networks. In this environment， it 
is difficult for non-expe目 userslike elderly people 
and computer beginners， to control the ubiquitous ser-
vices strategicalIy according to node status and net.; 
work condition in an appropriate manner. For these 
users， e仔ectiveprovisioning of many kinds of the ex-
pert knowledge conceming diverse services and in凶-
cately changing environment is a chal1enging research 
topiC. 

To resolve such kind of the issue， it is essential to 
e仔ectivelyacquire， m剖nt泊n，place釦 dreuse the ex.; 
pert knowledge like operational heuristics through the 
network. To do this， we have proposed a Knowledge 
Circulation Framework (KCF) [1]， a framework that 
enables deployment of the operational knowledge for 
e仔ectiveservice provisioning. In [1]， we achieved an 
adequate QoS control by KCF in the situation where 
computational resources are greatly degraded. In this 
paper， we propose a design and implementation of 
KCF， targeting. the ubiquitous information environ-
ments， where computational and network resources 
are extremely unstable and limited. To overcome the 
hurdle in service provisioning in such kind of envi-
ronment， selection of the knowledge acquired in the 
operation on a simi1ar environment is a core issue. In 
出eproposed design， we develop KCF with a concept 
ofknowledge-based multiagent system， and introduce 
a similarity metric to compare characteristics of dif.・
ferent ubiquitous envil'onments. 

We applied KCF to the ubiquitous videoconfer-
ence system (VCS)， and evaluated it through exper-
iments. We verified the proposed system from the 
users' viewpoints of QoS. As a result， frame-rate of 
the video increased from 6.2 fps to ] 0.7 fps， on aver-
age. On the other hand， variance of the fps deereased 
from 43.8 to 32.1. From the experimental results， we 
confirmed出at由eproposed system can provide better 
and more stable QoS， by improving the adaptability to 
the various environments. 

2 Knowledge Circulation Framework 

2.1 Related works 

There are several previous works dedicated to 
adaptive service control in application level on best 
e仔ortnetworks and systems [2， 3]. In addition， 
more advanced QoS controI mechanisms specialized 
to the unstable network environments including wire-
less networ}Q宅areconsidered in recent years. In these 
works， the service con町01mechanisms， in range from 
simple algorithms to more intelligent functions， are 
basical1y hard-corded in the application. Since the 
service control mechanisms are tightly coupled with 
the service elements，出eyc佃 notbe separated 0百and
reused， in spite of their advanced control ability. 

2.2 Knowledge-based service control 

One of the possible solutions to realize more adap-
tive service control is to acquireand reuse operational 
knowledge of human operatorsldesigners in由esys-
tem to coIitrol the quality of the services. To iinprove 
upon the previous works described in the section 2.1， 
we have proposed Flexible Multimedia Communi-
cation Service (FMCS) with knowledge-based QoS 
control scheme [4]. In出isscheme， QoS con甘'01
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曜器
Fig. 1: QoS cOnlrol knowledge circulaled in ubiqlli・
10U5 information environments 

knowledgc is described in rulc-lype representalion 

and is scparaled From lhe service elemenls. In ad 
dition， knowledgc rcposilOry is newly inlroduced in 
lhis schcmc. Using FMCS， dcsigncrs oF QoS conlrol 

knowlcdgc describe lhe knowledge and regisler il in 
lhe reposilory. Thcn the knowledgc is inSlantialed and 
reused in rlln-limc 10 controllhc QoS. Comparc to lhc 

previous works， lhe range of QoS conlrol abilily was 

improved by FMCS 

2.3 Concept of KCF 

Considcring lhc problems described abovc， in山IS
paper， wc proposc and develop Knowledge Circula-
lion Framework (KCF) which cnablcs dynamic circLト

lalion 01" knowlcdge in ubiquilous inl"ormalion envト
ronmenls. Fig.1 shows lhe basic idea of lhe proposed 

framework 

In KCF， lhe QoS control knowledge is circulaled 
in the network via repository. Using this framework， 
lhe knowledgc， crealed during opcration， such as se-

qucnce of changes on paramclcrs against lhc lypical 
f1uctualion of network r目 Qurces，can be stored and 
reused in other similar situations. Thcre arc mainly 

lwo dislinguished ideas in KCF as Follows 

(1) Knowledge acquisition through operation: In re-

lated works described in prcvious sections， useful op 

crational history and heuristics on service control， 
crealed during operation time， are basically pul away 
Using KCF， such heurislics are aClively acquired and 
tailored for rcuse 

(2) Reuse of acquired knowledge: In relaled works， 

service conlrol mechanisms are slalically embedded 
in applicalion. While in FMCS， service control 

knowledge can be easily replaced， lhus adaplabilily 
01" lhe syslem is re自ned.However， lhcre is no way 
10 circulale lhe knowledge aUlomalically. Using KCF， 
the acquired heuristics arc effcctivcly reused in many 
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Fig. 2: Example of knowlcdgc representation in an 
agenl 

Employing lhis framcwork， scrvicc control abilily 
would be grcatly improved wilhout any hard main-

tenances 01" knowledge repository againsl lhe draslic 

change of user requirement and environment， such as 
movement of the uscr among different environmenls 

3 Agent-based Des砲nofKCF
3.1 Overview of KCF 

KCF consisls of lhree phascs of circulal旧n，l.e.， 
knowledge acquisition， management， and placemcnt 
phases. 

Knowledge acquisition: In lhis phase， syslem ac 
quires service control knowledge dynamically when 

some distinctive phenomenon occurs during service 

provlslonlng 

Knowledge management: 1n lhis phase， the syslem 

performs accumulation and arrangement of the ac 
quircd knowledge bascd on lhe charactcristics and lhe 

reusability of il 

Knowledge placement: In lhis phase， the syslem 

decides which and where service control knowledgc 
should be places 10 provide service effectively， whcn 
the service is required under some conditions 

3.2 Design of agent architecture for KCF 

In order 10 circulale knowledge efficienlly， KCF 
employs mobile agent lechnology 10 carry lhe knowl-
edge. The agents play a role of knowledge carrier on 

lhe nelwork. Moreover， we inlroduce agenl reposiLOry 

as a warehouse and dispalcher of lhe knowledge. 

We applied an agenl archilccLUre in [5] in KCF. 
The agent holds lhe knowlcdge in form of “Facl" and 
“Rule". Fig.2 shows an example of the rulc lype 
knowledge which a resourcc-moniloring agent has 

A rulc is represented in lhe following forrn 

(rule Rule-name 

Condition-part (If-part) 
一一> Action-part (Then-part)) 

When a condilional part is TRUE， lhen actions de-
scribcd in lhc action parl are performed. Knowledge 
shown in Fig.2 Is to infonn a waming， when the agcnt 
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Fig. 3: Agent organization design for KCF 

detects degradation Of computer resource. 

3.3 Agent .Organization D~sign of KCF 

Agent organization design of KCF is shown in 
Fig.3. 
KCF is constructed on multiagent framework 
DASH [6]. DASH is a仕'amework出atconstructed 
by the agent repository and the agent workplace. The 
agent repository is a server to store the agen包，andthe 
agent workplace is an execution environment of agent 
on each workstation (WS). The agent workplace of・
fers basic functions like message delivery and name 
resolution etc. These functions are necessary so出at
the agent group may operate as a multiagent system. 
Here we give details of agents in KCF. 
(l)Service agen飴:
These agents manage and control the services. In 
case of multimedia communication service， services 
are video， audio and white-board etc. They are stored 
in agent repository， and when the service is required， 
they move， are placed at an agent workplace， and of-
fer service. 
(2)Workplace agen匂:
These agents reside in agent workplace permanently 
and monitor computer resource status， network re-
source status and user requirements etc. 
(3)Knowledge management agent: 
This agent arranges the knowledge which is brought 
back to agent repository by the Service agents and 
the Workplace agents. It resides in agent repository 
perrnanently. It classifies and accumulates the knowl-
edge based on its characteristics and usabi1ity， etc. 
Moreover，出isagent gives the knowledge to the Ser-
viceagents group for the services based on know ledge 
placement agent's requirement. 
(4)Knowledge placement agent: 
This agent performs knowledge placement in agent 
repository. When it receives the service requirement， 
it divides the requirement， selects the suitable agent 
from the Service agents in agent repository， and re-
ques包 theextraction of knowledge for knowledge 
management agent. 

Knowledge := <8， Condition， CK， C> 
S := <UNSu..， STA叫 UNS->
UN~凶:= Degree of user's QoS requirement unsatisfaction 
STA" := Degr問。f伽Sisstability 
UNS... := Degree of user's r民ourcer珂uirementun錨tisfaction
Condition := <Hardware， R-， R...， OR> 
Hardware :=どfype，P>
Type := Type of hantware 
P := Peげonn叩白ofhardware
R- := Average of resource uぬ:ge
Rsu := Standard deviation of reωurce usage 
UR := UserRI句ui関脇伺t
CK := Control Knowledge u路dfor QoS adjustment 
C := Count of the knowledge u記d

Fig. 4: Structure of accumulated knowledge 

3.4 Agent Behavior Design of KCF 

In由issection we il1ustrate behavior of agents ac-
cording to出ephases described in section 3.1. Here， 
we circulate the following.three types of knowledge: 
knowledge about the environment， history of usage of 
QoS control knowledge， and heuristics on effects of 
the applied QoS control knowledge. 
(1) Knowledge acquisition phase: 
( J -a) Knowledge acquisition during service provi-
sioning: Workplace agents acquire four kinds of in-
formation:血eyare， type and status of由eresource， 
average of resource usage rate， standard deviation of 
the resource usage rate， and user requirement. 
( l-b) Feed back to agent repositoηWhen the ser-. 
vice provisioning ends， Service manager agent，出at
is one of the Service agents， derives the user require-
ment achievement level S from the above four kinds 
of acquired information by the fol1owing expressions: 

S = UNSQos + STAQos + UNSres 

Here， each element is described as foIlows: 

U N SQos: Degree of user's QoS陀qui陀mentuns瓜・
isfaction 

ST AQos: Degree of QoS is stability 

U N Sres: Degree of user's resource requirement un-
satisfaction 

As a result， above three kinds of knowledge is 
acquired for circulation. Moreover， Service. man-
ager agent sends the knowledge acquired by Ser-
vice/Workplace agents to Knowledge management 
agent. 

(2) Knowledge management ph鎚e:
Knowledge management agent classifies 'and accu-
mulates knowledge is fed back by Service manager 
agent. This phase includes the following operations: 
(2-a) Knowledge association: Knowledge manage-
ment agent associates the knowledge about user re-
quirement achieveinent level S and the knowledge 
about environment with the used QoS control knowl-
edge. Fig.4 represents the structure of the accumu-
lated knowledge. 
(2・b)Knowledge integration: Knowledge manage-
ment agent comp訂esthe knowledge that is fed back 
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with existing knowledge about condition and C K. 
When Hardωαre佃 dCK match， and Rave， RSD 
and U R are similar in some measure， Knowledge 
management agent integrates these knowledge. 
(3) Knowledge placement phase: 
(3・a)Selection 0/ Service agents: When a service is 
required， the Knowledge placement agent determines 
Service agenぉtobe placed tothe Agent Workplace 
using contract-net protocol [7]. 
(3・b)Knowledge tand-over: When Service agents to 
be placed to Agent Workplace are. determined， the 
Knowledge management agent compares the knowl-
edge about environment出athas. been accumulated， 
with the information about. environment where the 
new service will start， in a similar way to (2・b)in 
Knowledge management phase. Knowledge manage-
ment agent selects the knowledge出athas the high-
est S and血atmeetsthe following conditions: (i) 
Hαrdωαre matches， (ii) Rave， RSD and URaresim-
ilar in some measure. Knowledge management agent 
gives the C K to the Service ag卵胞.
(3・c)Service initiation: Knowledge is provicJed to血e
Service agents and are placed at an Agent Workplace， 
start to offer出eservice， and出eprocess returns to 
(1・a)of Knowledge acquisition phase. 

4 Experiments 
4.1 Implementation 
We implemented KCF based on the design de-
scribed in section 3.4 using DASH framework [6]， a 
multiagent framework. We developed seven agents: 
Knowledge management agent， Knowledge place-
ment agent， VideoConference Manager (VCM) agent， 
Video agent， Netcheck agent， NetcheckVCS agent 
and UserVCS agent. Each agent has a computa-
tional base process (BP) to realize the function de-
scribed in section 3.4. As for the video transmis-
sionlreceiving software， we employed Java Media 
Framework (JMF)， and embedded it as a BP in由e
Video agent. 

4.2 Experiment environment and conditions 

The configuration of experiment is as shown in 
Fig.5. Thisconfiguration assumes ubiquitous infor-
mation environment. We.installed the agentsbased on 
KCF on WS-{ A， B} whose specifications are shown 
in the figure. User-{A， B} receive services on WS-
{A， B}. WS-A is connected with 100 Mbps E血emet.
WS-B is connected wi血 11Mbps wireless LAN. In 
this experiment， we assume the general environment 
出atis configured by average spec computers and net-
works with resource limitations， such as home or out-
side location. We also assume由atvideoconferencing 
is performed with other applications at the same time 
in such kind of environment. Under these conditions 

la:Jb二tacommunication 
WS-4ご

CPU : Ccleron 2.4 OHz 

Mcmory: 1024 MB 

OS : Window$ XP Pro. SP2 

Cllmcro :Logicool QVX・13

WS-B lhra'.B 

hp Comp:lq nx61却

CPU : Cclcron M 1.4 OHz 

Mcmory: 512 MB 

OS : Windows XP Pro. SP2 

Cnmcro :Logic∞1 QVX-13N 

Fig. 5: Experimental environment 

nication based on the traffic pattern由atis actually 
observed in real networks. By出isintended Imld， re-
source availability Iimitation becomes. not achieved， 
and出enthe agents control QoS to improve出isunde-
sirable situation. In these experiments， VCS had ac-
quired 16 kinds of knowledge by preliminary videか
conference operation based on KCF. And we config-
ured user requirement is 20 fps. Here， we discuss the 
e町ectivenessof KCF by observing temporal changes 
of QoS and resource availability of VCS， comparing 
the VCS with KCF to由eVCS with existing scheme 
(FMCS [4]). 

4.3 Experimental results 

First， we set user's resource requirement to '50%. 
This means由atthe user requests to leave 50% of 
the to凶 availablebandwidth. We added two net-
work load patterns to VCS wi出KCF佃 dwi出exist-
ing scheme. R~sults can be found in Fig.6 and Fig.7 

After the experiments started， we initiated video-
conference and added the network load at. point A 
based on the load pattern actually observed. Then， the 
available network bandwidth decreased and network 
resource limitation was not achieved (point B). Here， 
VCS co町espondedby adjustment of the QoS (point 
C). VCS with the existing scheme， in Fig.6(a) and 
Fig.7(a)， frequently adjusted QoS， direct1y according 
to the change of the network resource (point D). As a 
result， QoS became unstable. On the other hand， VCS 
wi出 KCFin Fig.6(b) and Fig.7(b)， controlIed QoS 
出atdid not adjust frequently reacting to the change 
of network resource situation by using the knowledge 
血atis accumulated beforehand (point E). As a result， 
KCF was ab1e to avoid the frequent QoS fluctuation， 
and provided the service with stable quality. 

Next， we increased the user's resQurce requirement 
to 75%. This means血at血e.user requests to leave 
75% of the total available bandwidth，出usthis is 
more difficult requirement由anthe case of 50%.悦
gave the same two network load pat旬rnsas血eprevi・
ous experiments. The results are shown in Fig.8 and 
Fig.9. 
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Fig. 7: QoS conlrol rcsulls of VCS againsl a nelwork 

lraffic pallell1 (pallern-2) in casc lhal available band-

widlh rcq山 remcnlis 50% 

Fig. 6: QoS control rcsulls of VCS againsl a nelwork 

lramC pallell1 (pallell1-l) in case lhal available band 

widlh rcquiremenl is 50% 

When user's rcsourcc requirement was 50%， as 

shown in Fig.6 and Fig.7， (b) wilh KCF was ablc 10 
illlprove lhe QoS and ilS slabil】lycOlllpare lO (a) wilh-

oul KCF. This is because VCS wilh KCF was ablc 
lO conLrol lhe QoS elTcclively， bccause il has knowl 

edge aboul lhe environmenl. This knowledge was se-

leclcd by thc highesl user rcquirement achievemenl 

level S in prior opcralion. ln lhis case， lhe QoS con-
lrol knowledgc Lhal sllpprcsses lhe reaclive conlrol is 

selecled， considering lhe quickly changing Slalus of 

Lhe available bandwidLh on lhe largeL environmenL 

This redllced Lhc excessive conLrol of lhe QoS， and 

led Lhe improvemenL of lhe slabiliry of QoS. From lhis 

expcriment， we found lhal lhe adaplability of VCS 
lo ubiquilous inrormation environments would be im 

proved by applying lhe KCF. 

When the user's resource requirement was set 10 

75%， as shown in Fig.8 and Fig.9， lhe effecl of KCF 

is larger than the case of user's reSQurce requirement 

was 50%. Therefore司lheimprovement of adaptability 

is more effective in the severe environment 

5 Conclusion 

ln this paper， we proposcd a Knowledge Circula-

tion Framework (KCF) that cnables deploymenl of 

ヴ
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After lhe videoconference Slal1ed， we added lhe 

nelwork load (poinl F). Then， the available nelwork 
bandwidth decrcased and user's reSQurce requircmcnt 

was nol fulfilled. Here， VCS without KCF corrc-

sponded by decreasing QoS to the minimum as shown 

in Fig.8(a) and Fig.9(a) (point G). After thal， when 

VCS observed lhal lhe load of lhe nelwork became 

Iighl， il recovered lhe QoS (poinl H). On thc other 
hand， VCS with KCF in Fig.8(b) and Fig.9(b)， did 
nol reduce QoS 10 lhe minimum. In addilion， VCS 

conlrolled QoS did nOl adjusl frcquenlly， reacting 10 

lhe quick change of nelwork resource situation (point 

1). Actually， whcn we added a network lramC pallem 

1， the frame-rate of lhe video increased frolll 6.2 fps 
10 10.7 fps， on average. On lhe olher hand， variancc 

of lhe fps decreased from 43.8 to 32.1. This behavior 

is realized by llsing lhe knowledge thal is accumu-

laled beforehand. Finally， KCF was able 10 avoid the 
frequent QoS nUClualion， and provided service wilh 
slable qualily 

4.4 Evaluation 

From thc expcrimentaI results of scction 4.3， we 

compare opcralion of VCS wilh existing scheme and 

VCS wilh KCF. 
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knowledge on the ubiquitous infonnation environ-
ments. This framework supports circulation of the 
knowledge in the network， by a sequence of acqui-
sition， management， and placement of the knowledge 
to reuse it e仔ectively.We proposed a design of KCF 
with knowledge-based multiagent system， and per-
formed experiments by applying the KCF to VCS. 
From the results of experimen包， we concluded由at
the adaptabi1ity of VCS to ubiquitous infonnation en-
vironments has improved by applying the proposed 
framework. In our future work， we will evaluate the 
KCF by conducting experiment in various actual situ-
alIons. 
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