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Abstract 

Peer-to-peer infonnation systems are composed of large number and various types of peer processes intercon-
nected in networks like the Intemet. Peers may suffer from not only stop fault but also attacks like intrusion and 
hacking. We have to discuss how to make a system tolerant of Byzantine faults of processes. Even Byzantine 
agreement protocols with message authentication imply large communication overhead O(が)for the number n of 
processes and the max.imum number t of faulty processes. In order to reduce the overhead， we consider a hierar-
chical group composed of subgroups. Each subgroup shares at least one correct process with some subgroups in 
order tobe tolerant of faults of leaders in each subgroup. Even if a leader process of a subgroup is faulty， all the 
coηect processes can make an agreement on the correct value in a whole group. We evaluate the protocol in tenns 
of number of messages and rounds. 

階層型グループを用いたビザンティン合意プロトコル

吉野宏征河浪悟士榎戸智也滝沢誠
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Peer-to-Peer型のアプリケ一シヨンのように数千から数万のプロセスが協調動作を行う環境では、停止障
害に加えてピザンティン障害を考える必要がある。ピザンティン合意プロトコルは、合意に達するための
通信と処理負荷が大きく、実現が困難である。本論文では、階層化したグループを用いて、プロセスのピ
ザンティン障害に対処し、合意に必要なメッセージ数と時間を減少させる方法を提案する。

1. Introduction' 

In peer-to・peer(P2P) systems [8]， a collection of 
multiple processes are cooperating to achieve some 
objectives.ηle collection ofthe cooperating peer pro-
cesses is refeπed to as group. Processes in a group are 
exchanging messages with each other in a network. A 
group of multiple processes make an agreement to re-
alize the cooperation of the processes. Peers do not 
correctly behave due to attacks of intrusion， hijack-
ing， spoo? ng， falsi? cation of data [10]. Thus， some 
pee四 su汀er合'omnot only stop fault but also Byzan-

tine faults [7]. 
In this paper， we assume the underlying network is 
reliable and synchronous [3]. We discuss how to reaト
ize the agreement among peer processes in a scalable 
group in presence of Byzantine faults of processes. 
Let n be the number of processes and t (~ n) be the 
max.imum number of faulty processes in a group of 
processes. In Byzantine agreement protocols [7]， a 
leader process distributes a valuel) to all the mem-
ber processes. On receipt ofthe value 'lJ， each member 
process forwards the value to the other member pro-
cesses. Each process in加mreceives values forwarded 
by other processes. Here， if some process is faulty， 
由efaulty process sends a value 'u' di仔erentfrom v 
or does not send any value. This is one round. After 
exchanging the values in t+ 1 rounds， each correct pro-
cess takes a majority value out ofthe values received. 
All correct processes can make an agreement only if 

nさ3t+ 1. Even in Byzantine agreement protocols 
with message authentication [4]， the communication 
overhead is O(nt). Due to the large overhead， it is 
dif? cult， maybe impossible to realize the Byzantine 
agreement protocol. In this paper， we introduce a hi-
erarchical group which is tolerant of Byzantine faults 
of processes to reduce the overhead of the Byzantine 
agreement protocol. In each subgroup， the Byzantine 
agreement protocol is adopted to make an agreement 
among all the correct processes. If a leader process of 
a subgroup is faulty， correct processes cannot agree on 
the correct value while the cor問ctprocesses can agree 
on some value in the subgroup. In order to resolve 
this problem， each subgroup shares at least one cor-
rect process named gatewのprocesswith at least one 
subgroup. Even if the leader is faulty in a subgroup， 
at least one gateway process can forward the correct 
value obtained in another subgroups to all the correct 
processes in the subgroup. 

In section 2， we overviews Byzantine agreement 
protocols. In section 3， we discuss the hierarchical 
Byzantine agreement protocol. In section 4， we evalu-
ate the protocol. 

2. Byzantine agreement protocol 

A system is composed of processes interconnected 
in a network. We assume the network to be reliable 
and synchronous [3]. In addition， the max.imum delay 
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time between every pair of processes is bounded. A 
process is correct if and only if (グ)the process be・
haves only according to the speci? cation. Otherwise， 
the process isfaulty. There are following types ofpro-
cess faults [4]: 

1. Crash (or stop) fault: A faulty process stops pre・

maturely and does nothing. 

2. Omission fault: A faulty process stops prema.・
同rely，or intermittently omits to send or receive 
messages， or both. 

3. Byzantine (arbitrary) fault: A process can exhibit 
arbitrary behavior. 

In peer-to・peer(P2P) systems， large number ofpro-
cesses in peer computers， mainly personal computers 
interconnected with the Intemet. A group of 11 ( > 1) 
peer processes Po， Pl，…， Pn-l are required to make an 
agreement on a value in presence of process faults in 
distributed applications， e.g. synchronization of pro-
cesses and consensus in groupware. The agreement 
protocol is brie? y described as follows: 

1. At ? rst， a process po sends some value .v to all 
the other processes Pl，…， Pn-l・Theprocess Po 
is referred to as leader one. The others Pl，…， 
Pn-l are member processes. 

2. Every correct member process receiving a value 
'lJ from the leader process checks if all the other 
correct processes receive the same value ・vbyex・

changing values with each other.. 

Here， not only a member process but also a leader pro-
cess may be faulty. A faulty process may send di汀er-
ent values to different processes and may not send any 

value to some process. A group of multiple processes 
are referred to as make a Byzantine agreement i宵both
ofthe following conditions are satis?ed [7]: 

IC1. AIl correct processes agree on a same value. 

IC2. If a leader process is correct， every correct pro-
cess agrees on the value which the leader sends. 

The second condition IC2 is required to hold since 
even a leader process may be faulty. If a leader pro-

cess is faulty， all the correct processes agree on some 
bottom valueよ.If the leader process is correct， ev-
ery correct process is required to make an agreement 

on the value which the leader process sends. In the 
agreement protocols， a leader process ? rst sends a 
value to all the member processes. On receipt of a 
value from the leader process， each process forwards 
the value to all the other processes. Then， each pro-
cess Pi takes a majority value Vi out of the values re-
ceived. This is the ? rst round. In one round， a leader 
process sends a value， member processes receive the 
value， and processes do some computation. Every pro-
cess synchr 

round， a process Pi takes a majority value tJi among 
the values which the process has received. In each 

round， a process Pi stores a value received from an-
other process Pj in a variable 'lJj and a value received 

a leader is 叫・vi= { V}， ...， 'Vn-l }. 
Let majority(V) be a function which takes a major.・
ity value v in a set V ofvalues. Ifthere is no majority 
value in a set V， majority(V) = 1.. Let t be the maxi-
mum number of faulty processes in a group of n pro・
cesses (tく n).The Byzantine agreement can be real-

ized in a group of n processes only if 11. > 3t + 1 [7]. 
The number O(11.t) ofmessages are exchanged and it 
takes t + 1 rounds to make an agreement among all the 
correct processes. 

In order to reduce the overhead， the Byzantine 
agreement with message authentication (BA) proto・
cols [7] are discussed. Each process signs a message 
with its unforgeable signature for sender authentica-
tion and then sends the message. Let x:i denote the 
value x signed by a process Pi. A notation x:i:…:k:j 
stands for (x:i:…:k):j. Suppose a faulty process Pi 
sends a value v' to a process Pk after receiving a value 
'V:j from a process Pj・Onreceipt of a value l1':i合om
the process Pi， the process Pk detects that Pi is faulty 
since the Pj 's sign on the value 'V' is forged. On receipt 
of a value， each process Pi accumulates the value to a 
variable vi if the value is properly signed. The BA 
protocol is brie? y presented as follows: 

7-、o v/0¥て0
①=設会=① ①二手受益

。凶process0: me伽 processX:加 Ityp…
Figure 1. Byzantine agreement with mes-
sage authentication (BA). 

1. A leader process po signs a value 11 and sends the 
signed value 'v:O to all the member processes Ph 

…，Pn-}・
2. On receipt ofa value 'lJ:jo:j}:...:jk合oma process 
Pj，. (k三0，jo = 0， jhε{ 1，…， n・1})， if the 
value 'v is proper， i.e. 11 is not forged. 

i. a process Pi adds the value v to Vi; 

ii. if k く t，Pi sends the signed value 
v:O:it :...:jk:i to every other process than 

Po， PiJ'…，Pj，.. 
else (v is not correct ) Pi perceives Pj to be白ulty.

3. If Pi receives no more message， a single element 
v (= majority(Vi)) is obtained骨omVi. 
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At step 3， each correct process Pi takes a majority 
value in the set vi by using the function mザori伊・ Fig-
ure 1 shows three processes Po， P!'佃 dP2 where one 
of the processes is faulty. In case (a)， the leader pro-
cess po is faulty. The leader po sends different values 'u 
and x to a pair ofmember processes Pl and P2， respec-
tively. On receipt of the values， the member processes 
Pl and P2 forward the values 'u:O: 1 and :1":0:2 to P2 and 
Pl， respectively. The process Pl receives values 11:0 
from po and x:0:2合omP2. Here， Pl ? nds the leader 
PO to be faulty since the po 's signature on the value 
x:0:2 is not forged by P2・Here，Pl takes a valueよ.
The other correct process P2 takesよina same way as 

Pl ・
In case (b)， a member process P2 is faulty. 百四
leader process Po sends a signed value 1，:0 to the pro-
cesses Pl and P2・Then，the faulty process P2 sends 
a value x to Pl・Here，Pl ? nds P2 to be faulty. If at 
most one process is faulty， the process Pl can take the 
value v because po must be correct. Ifvalues are not 
signed， the process Pl cannot decide which process po 
or P2 is faulty even if at most one process is faulty， i.e. 
t = 1. Thus， the BA protocol is required to satis命the
following prope円yfor a group of n. processes: 

A 1. At least two correct processes exist in a group for 
reaching an agreement， i.e. n > t + 1. 
In the BA protocol， each process sends a value to 
(n -i) processes at the ith round. Hence， it takes t + 1 
rounds and (n・I)(n・2)…(n-t・1)messages are trans-
mitted at round (t + 1) in a group. The computation and 
communication overheads are too large to realize the 
Byzantine agreement protocol in a large-scale group. 

3. Hierarchical Byzantine Agreement 

3.1 Hierarchical group 

A group G is a col1ection of n. peer processes Po， 
Pt.…， Pn-l・Everypair of processes are assumed to 
reliably communicate with one another with the same 
bandwidth in a network. A process Po is a global 
leader process and the other processes are members 
in the group G. A set of n・1memberprocesses Pl， ...， 
Pn-l are partitioned into SUbg1"01伊'sG}，…， G.. (s > 
1). Here， each subgroup Gi is composed ofprocesses 
PiO， PiI.…，Pi，k，-l wherepij E {Plt…，Pn-d (j = 0， 
1，…， ki・1).A 1"001 SUbg1"01伊 Gois a collection of the 
processes Po. PlO，…， P.，o where PiO is the local leader 
process of a subgroup Gi (i = 1ぃ・・，s). A Byzantine 
agreement with message authentication (BA) protocol 
is used for making a Byzantine agreement among ki 
processes in a subgroup Gi. 
The leader process PO ? rst sends a value 'u to all the 
member processes PlO，…，Pso・Ineach subgroup Gi (i 
= 1，…，s)， a globalleader process PiO forwards a value 

to all the member processes Pi1，…，Pi，k;-l・Onreceipt 
of a value 11 from another process， a process Pis for-
wards the value to other processes to make an agree-
ment on the value 'u sent by the global leader process 
Po. The communication and computation overheads 
for making a Byzantine agreement depend on the total 
number n of processes. Every subgroup includes the 
same number of processes so that the communication 
and computation overheads are unifonnly distributed 

to all the processes. Each subgroup Gi can be further-

more composed of subgroups Gil，…， Gis; (Si > 1). 
In this pape巳wediscuss a two-layered group for sim-
plicity， i.e. a root subgroup GO with local subgroups 

G1，…，Gs・

G， 

Figure 2. Two-Iayered group. 

First， a global leader process PO sends a value ." 
to all the member processes PlO，…， PsO in a root sub-
group Go. By using the BA protocol， each correct pro-
cess PiO obtains some value v on which all thecorrect 
processes agree in the root subgroup Go. Here， "s > t . 
+ 1" is required to hold to make an agreement for max-
imum number t of faulty processes in the group G. If 
a process PiO is correct， PiO noti? es all the processes 
of the agreed value 初出 alocal leader process in a 
subgroup Gi. BA protocol in each subgroup Gi. 
Next， suppose that a local leader process PiO is 
faulty in a subgroup Gí • Here， a subgroup whose 
leader process is correct is referred to as correct. Oth-
erwise， the subgroup isfau/ty. Suppose that every coト
rect leader process makes an agreement on a value 'U in 
a root subgroup Go by using the BA protocol. A faulty 
localleader process PiO may send another value ditTer-
ent from the value ・Uor may not send any value to each 
member process in the subgroup Gi. All the correct 
processes in a faulty subgroup Gi make an agreement 
on a bottom value .L although the correct processes 
agree on the value v in every correct subgroup. We 
have to discuss how every correct process makes an . 
agreement on the value v even in a faulty subgroup. 

3.2 Shared subgroups 

In order to resolve the inconsistent agreement in a 
hierarchical group， each subgroup shares at least one 
correct process named gatewの processwith at least 
one subgroup. Suppose a process P is included in both 
subgroups Gi and Gj笛 shownin Figure 3. Here， P 
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is a gateway of Gi and Gj， Gj and Gk are refe町ed
to as participated by the gateway p. Suppose the pro・
cess P obtains a value V on which every correct pro-
cess agrees in one subgroup Gi. In another subgroup 
Gj， a local leader process PjO is faulty and sends a 
value v' (# v) to the gateway process p. 百lTough
由eByzantine agreement with message authentication 

(BA) protocol in the subgroup Gj， the gateway pro-
cess P ? nds the local leader process PjO to be faulty 
and阻kesa valueよ.Here， every coπ'ect process in-
c1uding the process P knows which process is correct 
in the subgroup G j. The gateway process P is referred 
to as inconsistent if one of the subgroups participated 

by P is faulty and P takes different values in at least 
a pair of the subgroups. Here， the process p sends 
the value 叫 onwhich P agrees in the subgroup Gi， 
to all the correct processes in Gj. Then， every cor-
rect process makes an agreement on the value .u by the 
BA protocol. Each subgroup Gi is required to include 
more number of processes than t + 1， i.e. ki > t + 1. 
In addition， if a leader process of every subgroup 
is faulty， the Byzantine agreement cannot be realized. 
Hence， at least one subgroup is required to be correct， 
i.e. s > t +1. 
If a pair of subgroups Gi and G j are su回 toshare at 

least one correct process， the subgroups Gi and Gj are 
referred toぉ directlyconnected (Gi特 Gj).Since 
the leader process of the subgroup Gi is fau 1 ty，出e

maximum number of faulty member processes in all 

the subgroups is (t-l). Hence， if IGi n Gjl三t，Gi 
・andG j are directly connected (G i特 Gj). In addi-
tion， Gi and G j are connected (G i仲 Gj)ifGi特 Gj
or Gi 付 Gk仲 Gj for some subgroup G k・Ifapair 
of subgroups Gi and Gj share some number of pro・
cesses， Gi and Gj are referred to as intersect. Gi and 
Gj are related (Gi ;::: Gj) if Gi and Gj intersect but 
are not directly connected. In Figure 3， Gi特 Gjif 
t = 2. Suppose Gi 特 Gj特 Gk・If(Gi n Gj) n 
(Gj nGk) =仇Giand Gk are referred to as indepen-
dently connected with G j・

G， G. 

o : Correct process .:向ullyproce弱

Figure 3. Shared subgroups (炉2).

In血ispaper， we make fo11owing邸sumptions:
[Assumptions) 

1. Each process can send signed messages directly 
to every other process in a subgroup. 

2. A faulty process can be detected by the message 

authentication. 

3. No communication fault occurs. 

3.3 Agreement protocol 

We discuss how to make a Byzantine agreement on 
subgroups G lt…， G s for a collection of 11. processes 
PO， Ph…， Pn-l. A process Po is a leader， i.e. Po 
? rst sends a value to every leader process Pw of every 

subgroup Gi (i = 1，…，s). Here， let GO be a root 
subgroup which is a collection of the leader process 
PO and the leader processes of subgroups， GO = {Po， 
P仙…， P.~o }. 
Processes in a group G make a Byzantine agree-
ment by the fo11owing protocol: 

[Hierarchical agreement protocol) 

1. A leader process po sends a signed value to a pro・

cess PiO of every subgroup Gi (i = 1，…， s). 
2. The leader processes PlO，…， PsO exchange val-
ues according to出eBA protocol. Every correct 
leader process PiO of Gi agrees on a value 'U. 

3. A leader process PiO sends the value v to all the 
processes in a subgroup Gi. 

4. The processes Pil，…， Pi，k;-l make a Byzantine 
agreement on 'lJ by the BA protocol in Gi. 

5. If a process Pit ? nds the leader PiO to be correct， 
Pit agrees on 11 and then tenninates. 

6. The process Pit takesよandG i is faulty if PiO is 
faulty. The process Pit waits for a correct value 
from another correct member process. 

7. If Pit is an inconsistent gateway process among 
the faulty subgroup Gi and another correct sub-
group Gj， Pit distributes the value 'lJ on which 
Pit agrees in G j to a11 the processes in the faulty 
subgroup G i by the BA protocol. 

8. A correct process Pit agrees on the value '/) in Gi. 
If Pit is still an inconsistent gateway with another 

faulty G j， Pit forwards the value 'U to G j at step 
7. 

[Theorem) A group G is composed ofsubgroups Gl， 
…， Gs・TheByzantine agreement is realized in the 
group G if the following conditions are satis? ed: 

1. s> t. 
2. ki > t + 1 for every subgroup G i. 
3. Every pair ofsubgroups Gi and Gj are connected 
(Gi ~ Gj). 

4. Every gateway process is not a leader process in 
each subgroup. 

(Proof) The ?rst condition means there exists at least 
one correct leader of a subgroup. Hence， if a leader 
process PO is. correct， every correct process makes an 
agreement on a value sent by po in at least one sub圃
group Gi • From the second condition， the Byzantine 
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agreement can be realized in each subgroup. Hence， 
the correct value agreed in a correct subgroup Gj is 
propagated to all the subgroups. Since message au-
thenti回 tionis used in every subgroup， every correct 
process can detect which process is faulty. After the 
agreement procedure initiated by the faulty leader， ev-
ery correct member process take a proper value 針。m
a correct gateway.ロ

3.4 Design of shared subgroups 

We discuss how to construct a hierarchical group 

for a collection G of n processes Po， Pl，…，P"-l and 
maximum number t of faulty processes. We assume 
each subgroup Gi includes the same number k ofpro-
cesses so that every process spends a same amount 
of computation resource to make a Byzantine agree-
ment. Subgroups Go， G}， …， G.'i are constructed for 
the group G as follows: 

1. A root subgroup Go is a collection {Po， Pl，…， 
Ps} of processes where po is a leader process. 

2. A subgroup Gi is a collection {Pit Ps+l+h(←1) ， 
…， Ps+h(i-l)+トIlof processes (i = 1， ・吋 s) 
where Pi is a leader process. Here， the suf? x“s 
+ 1 +x" stands for “s +1 + x mod (n・s・1)".

3. For a subgroup G.'j， s + 1 +h(s・1):5 n and s +h(s 
-1) +k -1 ~ n， I.e. (n +h -1) I (h +1) ~ s さ
い+h-k +1) I (h +1). Ifevery subgroup includes 
the same number of processes， k = s. (η+h +1) I 
(h+l) ~ s ~ (n+h+l)/(h+2). 

官官totalnumber 0向ffectiveprocesses in the group 
G with subgroups Gl，…， G s is the summation of 
numbers of processes in subgroups. I.e. (s + 1) +s.k 
= s(k +1) +1. The redundancy factor TC for a group 
G is [(s +1) +s・k]In. In a non-hierarchical ? at group 
G， TC = 1. The redundancy factor shows additional 
overhead of each process in a hierarchical group. A 
pair of subgroups Gi and Gj include [k・1+ h.(i・j)l
common processes Ps+l+h(j-l)，…，P.，+Ir(i-l)+k-l if 
h(i・j)+k・1>O. 
(TheoremJ A pair ofsubgroups Gj and Gj are directly 
connected (G i件 Gj}if h(i・j)+ k -1三t.
(Proof) If the leader process of every subgroup is cor-
rect， every correct process can make an agreement on 
a correct value. Suppose some leader process is faulty 
in a subgroup Gi・Themaximum number of the other 

faulty processes is t -1. Hence， if IGi n Gjlとt，it 
is sure at least one correct common process among G i 
and Gj.ロ
That is， if a leader process is correct in one of sub-
groups Gi and Gj， every correct process in each ofGj 
and G j can make an agreement on the same value. Let 
us consider a group of 17 process回 (n= 17). Figures 
4 and 5 show hierarchical groups which include four 
subgroups Glt G2， G3 and G" (05 = 4) for t = 1 and 
t = 2， respectively. Each subgroup inc1udes ?ve (k = 

5) and six (k = 6) processes， respectively. The redun-
dancy factors are TC = 1.47 in Figu問 4and TC = 1.56 
in Figure 5. In the groups shown in Figures 4 and 5， 
h = 3. The Byzantine agreement is realized for t = 
1 and t = 2， respectively. G 1特 G2特 G3 特 G4・
G1 and G2 shares two processes in Figures 4 and 5， 
respectively. 

Figure 4. Shared subgroups (t = 1). 

Figure 5. Shared subgroups (t = 2). 

4. Evaluation 

We evaluate the Byzantine agreement protocol for 
a shared hierarchical group G compared with the tra-
ditional Byzantine agreement protocol with message 
authentication in terms of how many messages are 
transmitted and how long it takes to make a Byzantine 
agreement among processes. Suppose the number of 
messages exchanged in each subgroup of k processes 
is given in a function N(k， t) (= (k・l)(k・2)…(k・t・1))
for the maximum number t of faulty processes in the 
group G. 
The minimum number of messages exchanged in 
the hierarchical group is N(s， t) + s.N(k， t). Here， a 
leader process of every subgroup is correct. It takes (t 
+ 1) rounds in the root subgroup Go and (t + 1) rounds 
in each subgroup. Hence， it takes 2{ t + 1) rounds to 
make an agreement. 
In the worst case， only one subgroup has a correct 
leader and the other subgroups are faulty. In addi・
tion， each subgroup has at least one and at most two 
subgroups which are directly connected with the sub-
group， i.e. linearly chained as shown in Figure 6. 

-123-



Here， only a subgroup G 1 is correct and the other sub-
groups G2，…， G s are faulty. Every correct process 
agrees on a value 11 in a subgroup G 1. First， a cor-
rect gateway process between G 1 and G2 forwards the 

value 11 in the subgroup G2・Then，a gateway process 
ofG2 and G3 distributes the value'u in G3 and ?nally 

in Gs・ηlUS，(s・l)N(k，t・1)messages are transmit-
ted. Totally， N(s， t)+s.N(k， t)+(s・1)・N(k，t・1)mes-
sages are位ansmitted.Here， it takes 2( t + 1) + (s・1)t 
rounds. The worst case is shown in Figure 6. 
The redundancy factor [(s +1) + s・k]/n shows the 
total processing overhead. We assume the processing 

overhead of each process in a subgroup is propo目ional

to the number of messages回 nsmitted，i.e. N(k， t). 
百letotal processing overhead is given (s +I)-N(s， t) 
+ s(k +1)・N(k，t) in the best case. (s + l)-N(s， t) + 
!).(k +l).N(k， t) + (s・1)・(k+ l)-N(k， t -1) in the worst 
case. 

@ 。:process

⑧ 
Figure 6. Chained subgroups. 

First， we assume k = s， i.e. every subgroup includes 
the same number of processes. For each n and t， a hi-
erarchical group where the numbers of messages and 

rounds are minimized is found. Figures 7 and 8 show 

the numbers of messages and rounds in a each mini-

mum subgroup for the total number ηof processes and 

ratio ofthe number of faulty processes t/n (r = t/η). 
In the hierarchical protocol， the number of messages 
and rounds can be reduced. 
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5. Concluding Remarks 

In this paper. we discussed how to make a Byzan-

tine agreement on the delivery and orderly of mes-

sages by using the hierarchical group. We showed how 

many messages can be reduced to make a Byzantine 

agreement in the evaluation. 
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