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Abstract

Peer-to-peer information systems are composed of large number and various types of peer processes intercon-
nected in networks like the Internet. Peers may suffer from not only stop fault but also attacks like intrusion and
hacking. We have to discuss how to make a system tolerant of Byzantine faults of processes. Even Byzantine
agreement protocols with message authentication imply large communication overhead O(n?) for the number n of
processes and the maximum number ¢ of faulty processes. In order to reduce the overhead, we consider a hierar-
chical group composed of subgroups. Each subgroup shares at least one correct process with some subgroups in
order to be tolerant of faults of leaders in each subgroup. Even if a leader process of a subgroup is faulty, all the
correct processes can make an agreement on the correct value in a whole group. We evaluate the protocol in terms
of number of messages and rounds.
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1. Introduction

In peer-to-peer (P2P) systems [8], a collection of
multiple processes are cooperating to achieve some
objectives. The collection of the cooperating peer pro-
cesses is referred to as group. Processes in a group are
exchanging messages with each other in a network. A
group of multiple processes make an agreement to re-
alize the cooperation of the processes. Peers do not
correctly behave due to attacks of intrusion, hijack-
ing, spoo? ng, falsi? cation of data [10]. Thus, some
peers suffer from not only stop fault but also Byzan-
tine faults [7].

In this paper, we assume the underlying network is
reliable and synchronous [3]. We discuss how to real-
ize the agreement among peer processes in a scalable
group in presence of Byzantine faults of processes.
Let n be the number of processes and ¢ (< n) be the
maximum number of faulty processes in a group of
processes. In Byzantine agreement protocols [7], a
leader process distributes a value v to all the mem-
ber processes. On receipt of the value v, each member
process forwards the value to the other member pro-
cesses. Each process in turn receives values forwarded
by other processes. Here, if some process is faulty,
the faulty process sends a value v’ different from v
or does not send any value. This is one round. After
exchanging the values in t+1 rounds, each correct pro-
cess takes a majority value out of the values received.
All correct processes can make an agreement only if

n > 3t + 1. Even in Byzantine agreement protocols
with message authentication [4], the communication
overhead is O(nt). Due to the large overhead, it is
dif? cult, maybe impossible to realize the Byzantine
agreement protocol. In this paper, we introduce a hi-
erarchical group which is tolerant of Byzantine faults
of processes to reduce the overhead of the Byzantine
agreement protocol. In each subgroup, the Byzantine
agreement protocol is adopted to make an agreement
among all the correct processes. If a leader process of
a subgroup is faulty, correct processes cannot agree on
the correct value while the correct processes can agree
on some value in the subgroup. In order to resolve
this problem, each subgroup shares at least one cor-
rect process named gateway process with at least one
subgroup. Even if the leader is faulty in a subgroup,
at least one gateway process can forward the correct
value obtained in another subgroups to all the correct
processes in the subgroup.

In section 2, we overviews Byzantine agreement
protocols. In section 3, we discuss the hierarchical
Byzantine agreement protocol. In section 4, we evalu-
ate the protocol.

2. Byzantine agreement protocol

A system is composed of processes interconnected
in a network. We assume the network to be reliable
and synchronous [3]. In addition, the maximum delay
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time between every pair of processes is bounded. A
process is correct if and only if (iff) the process be-
haves only according to the speci?cation. Otherwise,
the process is faulty. There are following types of pro-
cess faults [4]:

1. Crash (or stop) fault: A faulty process stops pre-
maturely and does nothing.

2. Omission fault: A faulty process stops prema-
turely, or intermittently omits to send or receive
messages, or both.

3. Byzantine (arbitrary) fault: A process can exhibit
arbitrary behavior.

In peer-to-peer (P2P) systems, large number of pro-
cesses in peer computers, mainly personal computers
interconnected with the Internet. A group of n (> 1)
peer processes Pg, P1, ---, Pn—1 are required to make an
agreement on a value in presence of process faults in
distributed applications, e.g. synchronization of pro-
cesses and consensus in groupware. The agreement
protocol is brie? y described as follows:

1. At 7rst, a process po sends some value v to all
the other processes py, ..., pn—1. The process pg
is referred to as leader one. The others py, ...,
Dn—1 are member processes.

2. Every correct member process receiving a value
v from the leader process checks if all the other
correct processes receive the same value v by ex-
changing values with each other..

Here, not only a member process but also a leader pro-
cess may be faulty. A faulty process may send differ-
ent values to different processes and may not send any
value to some process. A group of multiple processes
are referred to as make a Byzantine agreement iff both
of the following conditions are satis? ed [7]:

IC1. All correct processes agree on a same value.
IC2. If a leader process is correct, every correct pro-
cess agrees on the value which the leader sends.

The second condition IC2 is required to hold since
even a leader process may be faulty. If a leader pro-
cess is faulty, all the correct processes agree on some
bottom value L. If the leader process is correct, ev-
ery correct process is required to make an agreement
on the value which the leader process sends. In the
agreement protocols, a leader process ?rst sends a
value to all the member processes. On receipt of a
value from the leader process, each process forwards
the value to all the other processes. Then, each pro-
cess p; takes a majority value v; out of the values re-
ceived. This is the ?rst round. In one round, a leader
process sends a value, member processes receive the
value, and processes do some computation. Every pro-
cess synchronously takes a round. Next, each member
process p; distributes to (n -2) processes pi, -.., Pi—1,
Di+1, -.» Pn—1 as a leader process. At the (¢ +1)th

round, a process p; takes a majority value v; among
the values which the process has received. In each
round, a process p; stores a value received from an-
other process p; in a variable »; and a value received
aleaderis vi. Vi = { vy, ..., Un—1 }.

Let majority(V') be a function which takes a major-
ity value v in a set V of values. If there is no majority
value in a set V, magjority(V) = L. Let t be the maxi-
mum number of faulty processes in a group of » pro-
cesses (t < n). The Byzantine agreement can be real-
ized in a group of n processes only if n > 3t + 1 [7].
The number O(nt) of messages are exchanged and it
takes ¢+ 1 rounds to make an agreement among all the
correct processes.

In order to reduce the overhead, the Byzantine
agreement with message authentication (BA) proto-
cols [7] are discussed. Each process signs a message
with its unforgeable signature for sender authentica-
tion and then sends the message. Let x:i denote the
value x signed by a process p;. A notation x:i:....k:j
stands for (z:i:...:k):j. Suppose a faulty process p;
sends a value v’ to a process py, after receiving a value
v:j from a process p;. On receipt of a value v’:i from
the process p;, the process py. detects that p; is faulty
since the p;’s sign on the value v’ is forged. On receipt
of a value, each process p; accumulates the value to a
variable V; if the value is properly signed. The BA
protocol is brie?y presented as follows:

K v:0

v 0 v
v:0:1 . . vl
x:0:2 e 0 x:2
(a) (b)
Q leader pi O: ber p ><: faulty process

Figure 1. Byzantine agreement with mes-
sage authentication (BA).

1. A leader process pg signs a value v and sends the
signed value v:0 to all the member processes py,
ey Pn—1-

2. Onreceipt of a value v:j9:71:....Jx from a process
Pir (K 20,50=0, jr € {1, .., n-1}), if the
value v is proper, i.e. v is not forged.

i. a process p; adds the value vito V;;
ii. if & < t, p; sends the signed value
v:0:71:....5k:% to every other process than
Po, Pjys --os Pjc-
else (v is not correct ) p; perceives p; to be faulty.

3. If pi receives no more message, a single element
v (= majorin(V5)) is obtained from V.
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At step 3, each correct process p; takes a majority
value in the set V; by using the function majority. Fig-
ure 1 shows three processes po, p1, and p where one
of the processes is faulty. In case (a), the leader pro-
cess py is faulty. The leader pg sends different values v
and x to a pair of member processes p; and p», respec-
tively. On receipt of the values, the member processes
p1 and p, forward the values »:0:1 and :0:2 to p; and
P1, respectively. The process p; receives values v:0
from pg and «:0:2 from p,. Here, p; ?7nds the leader
Po to be faulty since the pg’s signature on the value
7:0:2 is not forged by p.. Here, p; takes a value L.
The other correct process p; takes L in a same way as
.

In case (b), a member process p; is faulty. The
leader process po sends a signed value v:0 to the pro-
cesses p1 and p2. Then, the faulty process p2 sends
a value x to p;. Here, p; 7nds p, to be faulty. If at
most one process is faulty, the process p; can take the
value v because pp must be correct. If values are not
signed, the process p; cannot decide which process pg
or pz is faulty even if at most one process is faulty, i.e.
t = 1. Thus, the BA protocol is required to satisfy the
following property for a group of n processes:

Al. Atleast two correct processes exist in a group for
reaching an agreement, i.e. n > ¢ + 1.

In the BA protocol, each process sends a value to
(n - 7) processes at the ith round. Hence, it takes ¢ +1
rounds and (n -1)(n -2)...(n - t -1) messages are trans-
mitted at round (¢ +1) in a group. The computation and
communication overheads are too large to realize the
Byzantine agreement protocol in a large-scale group.

3. Hierarchical Byzantine Agreement
3.1 Hierarchical group

A group G is a collection of n peer processes po,
D1, -..» Pn—1. Every pair of processes are assumed to
reliably communicate with one another with the same
bandwidth in a network. A process pg is a global
leader process and the other processes are members
in the group G. A set of n -1 member processes py, ...,
Pn—1 are partitioned into subgroups G, ..., G, (s >
1). Here, each subgroup G; is composed of processes
Pi0s Pils - Pik,—1 Where pi; € {p1, ..., a1} (G =0,
1, ..., ki-1). A root subgroup Gy is a collection of the
processes po, P1o, ---» Pso Where pjg is the local leader
process of a subgroup G; (i =1, ..., s). A Byzantine
agreement with message authentication (BA) protocol
is used for making a Byzantine agreement among k;
processes in a subgroup G;.

The leader process pg ? rst sends a value v to all the
member processes P, --., Pso- In each subgroup G; (i
=1, ..., 8), a global leader process pio forwards a value

to all the member processes p;1, ..., pi,k;—1. On receipt
of a value v from another process, a process p;, for-
wards the value to other processes to make an agree-
ment on the value v sent by the global leader process
po. The communication and computation overheads
for making a Byzantine agreement depend on the total
number n of processes. Every subgroup includes the
same number of processes so that the communication
and computation overheads are uniformly distributed
to all the processes. Each subgroup G; can be further-
more composed of subgroups Giy, ..., Gis; (si > 1).

In this paper, we discuss a two-layered group for sim-
plicity, i.e. a root subgroup Go with local subgroups
Gy, .., Gs.

Figure 2. Two-layered group.

First, a global leader process po sends a value »
to all the member processes P, ..., Pso in @ root sub-
group Gy. By using the BA protocol, each correct pro-
cess pio obtains some value v on which all the correct
processes agree in the root subgroup Go. Here,”s > t -
+1” is required to hold to make an agreement for max-
imum number ¢ of faulty processes in the group G. If
a process pio is correct, p;o noti?es all the processes
of the agreed value v as a local leader process in a
subgroup G;. BA protocol in each subgroup G;.

Next, suppose that a local leader process pio is
faulty in a subgroup G;. Here, a subgroup whose
leader process is correct is referred to as correct. Oth-
erwise, the subgroup is faulty. Suppose that every cor-
rect leader process makes an agreement on a value v in
aroot subgroup Gy by using the BA protocol. A faulty
local leader process pip may send another value differ-
ent from the value v or may not send any value to each
member process in the subgroup G;. All the correct
processes in a faulty subgroup G; make an agreement
on a bottom value L although the correct processes
agree on the value v in every correct subgroup. We
have to discuss how every correct process makes an
agreement on the value v even in a faulty subgroup.

3.2 Shared subgroups

In order to resolve the inconsistent agreement in a
hierarchical group, each subgroup shares at least one
correct process named gateway process with at least
one subgroup. Suppose a process p is included in both
subgroups G; and G; as shown in Figure 3. Here, p
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is a gateway of G; and G;, G; and G|, are referred
to as participated by the gateway p. Suppose the pro-
cess p obtains a value v on which every correct pro-
cess agrees in one subgroup G;. In another subgroup
Gj, a local leader process pjo is faulty and sends a
value v’ (# v) to the gateway process p. Through
the Byzantine agreement with message authentication
(BA) protocol in the subgroup G, the gateway pro-
cess p 7nds the local leader process pjo to be faulty
and takes a value L. Here, every correct process in-
cluding the process p knows which process is correct
in the subgroup G;. The gateway process p is referred
" to as inconsistent if one of the subgroups participated
by p is faulty and p takes different values in at least
a pair of the subgroups. Here, the process p sends
the value v, on which p agrees in the subgroup G;,
to all the correct processes in G;. Then, every cor-
rect process makes an agreement on the value v by the
BA protocol. Each subgroup G is required to include
more number of processes than ¢ +1, i.e. k; > ¢ +1.

In addition, if a leader process of every subgroup
is faulty, the Byzantine agreement cannot be realized.
Hence, at least one subgroup is required to be correct,
ie s>t+l1.

If a pair of subgroups G; and G are sure to share at
least one correct process, the subgroups G; and G are
referred to as directly connected (G; < G;). Since
the leader process of the subgroup G; is faulty, the
maximum number of faulty member processes in all
the subgroups is (t—1). Hence, if |G; N G;|> t, G;
‘and Gj are directly connected (G; < G;). In addi-
tion, G; and G; are connected (G; — G;)ifG; & G
or G; « G} < G; for some subgroup G. If a pair
of subgroups G; and G; share some number of pro-
cesses, G; and G; are referred to as intersect. G; and
G; are related (G; = Gj) if G; and Gj intersect but
are not directly connected. In Figure 3, G; < Gj if
t=2. Suppose G; & G; & Gi. f(GinG;)N
(G; NGg) = ¢, G; and Gy, are referred to as indepen-
dently connected with G;.

O : Correct process
’ : Faulty process

Figure 3. Shared subgroups (t=2).

In this paper, we make following assumptions:
[Assumptions]

1. Each process can send signed messages directly
to every other process in a subgroup.

2. A faulty process can be detected by the message
authentication.
3. No communication fault occurs.

3.3 Agreement protocol

We discuss how to make a Byzantine agreement on
subgroups G}, ..., G for a collection of n processes
Po, P1, - Pn—1. A process po is a leader, i.e. pg
?rst sends a value to every leader process p;o of every
subgroup G; (i = 1, ..., s). Here, let Go be a root
subgroup which is a collection of the leader process
po and the leader processes of subgroups, Go = {po,
P10; -y PsO }

Processes in a group G make a Byzantine agree-
ment by the following protocol:

[Hierarchical agreement protocol]

1. A leader process po sends a signed value to a pro-
cess p;o of every subgroup G; i = 1, ..., 3).

2. The leader processes pyo, ..., Pso exchange val-
ues according to the BA protocol. Every correct
leader process pio of G; agrees on a value v.

3. A leader process pio sends the value v to all the
processes in a subgroup Gi.

4. The processes p;1, ..., Pik;—1 Make a Byzantine
agreement on » by the BA protocol in G;.

5. If a process p;;: ?nds the leader p;o to be correct,
pir agrees on v and then terminates.

6. The process p;; takes 1 and G; is faulty if p;g is
faulty. The process p;; waits for a correct value
from another correct member process.

7. If pi, is an inconsistent gateway process among
the faulty subgroup G; and another correct sub-
group G;, pi; distributes the value v on which
pir agrees in G to all the processes in the faulty
subgroup G; by the BA protocol.

8. A correct process p;; agrees on the value v in G;.
If pi; is still an inconsistent gateway with another
faulty G;, pi: forwards the value v to G at step

[Theorem] A group G is composed of subgroups G,
..., Gs. The Byzantine agreement is realized in the
group G if the following conditions are satis?ed:

1. s>t
2. k; > t +1 for every subgroup G;.
3. Every pair of subgroups G; and G; are connected
(Gi < Gj).
4. Every gateway process is not a leader process in
each subgroup.
{Proof] The ?rst condition means there exists at least
one correct leader of a subgroup. Hence, if a leader
process py is correct, every correct process makes an

agreement on a value sent by po in at least one sub-
group G;. From the second condition, the Byzantine
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agreement can be realized in each subgroup. Hence,
the correct value agreed in a correct subgroup G; is
propagated to all the subgroups. Since message au-
thentication is used in every subgroup, every correct
process can detect which process is faulty. After the
agreement procedure initiated by the faulty leader, ev-
ery correct member process take a proper value from
a correct gateway. O

3.4 Design of shared subgroups

We discuss how to construct a hierarchical group
for a collection G of n processes po, p1, ..., Pn—1 and
maximum number ¢ of faulty processes. We assume
each subgroup G; includes the same number % of pro-
cesses so that every process spends a same amount
of computation resource to make a Byzantine agree-
ment. Subgroups Gy, Gy, ..., G5 are constructed for
the group G as follows:

1. A root subgroup Gy is a collection {po, p1, ...,
Ps} of processes where py is a leader process.

2. A subgroup G; is a collection {pi, Pu+1+n(i-1)
. ps+,,(,~_1)+k_1} of processes (i = 1, ..., s)
where p; is a leader process. Here, the suf?x “s
+1 +x" stands for “s +1 + z mod (n -s -1)".

3. Forasubgroup G, s+1 +h(s-1) < nand s +h(s
D+k—-12>mn,ie. (n+th-1)/(h+])> s >
(n+h -k +1)/ (h +1). If every subgroup includes
the same number of processes, k =s. (n +h +1) /
(h+1) > s > (n+h+1)/ (h+2).

The total number of effective processes in the group
G with subgroups G, ..., G, is the summation of
numbers of processes in subgroups, i.e. (s +1) +s-k
= s(k +1) +1. The redundancy factor r¢ for a group
G is [(s +1) +s-k)/n. In a non-hierarchical ?at group
G, r¢ = 1. The redundancy factor shows additional
overhead of each process in a hierarchical group. A
pair of subgroups G; and G; include [k -1 + h(i - j)]
COMMON PIOCESSES Py 14h(5~1)s ~» Path(i-1)+k~1 if
hi-H+k-1>0. -
[Theorem] A pair of subgroups G; and G; are directly
connected (G; & G;)ifh(i-j)+k—-12>¢t.
[Proof] If the leader process of every subgroup is cor-
rect, every correct process can make an agreement on
a correct value. Suppose some leader process is faulty
in a subgroup G;. The maximum number of the other
faulty processes is ¢t -1. Hence, if |Gi N G;| = ¢, it
is sure at least one correct common process among G;
and G;.0 _

That is, if a leader process is correct in one of sub-
groups G; and G, every correct process in each of G;
and G; can make an agreement on the same value. Let
us consider a group of 17 processes (n = 17). Figures
4 and S show hierarchical groups which include four
subgroups Gy, G2, Gz and G, (s =4) fort = 1 and
t = 2, respectively. Each subgroup includes ?ve (k =

5) and six (k = 6) processes, respectively. The redun-
dancy factors are r¢ = 1.47 in Figure 4 and r¢ = 1.56
in Figure 5. In the groups shown in Figures 4 and 5,
h = 3. The Byzantine agreement is realized for ¢ =
1 and ¢ = 2, respectively. G} < Gy & G3 © G4
G and G, shares two processes in Figures 4 and 5,
respectively.

Figure 5. Shared subgroups (t = 2).

4, Evaluation

We evaluate the Byzantine agreement protocol for
a shared hierarchical group G compared with the tra-
ditional Byzantine agreement protocol with message
authentication in terms of how many messages are
transmitted and how long it takes to make a Byzantine
agreement among processes. Suppose the number of
messages exchanged in each subgroup of & processes
is given in a function N(k, t) (= (k -1)(k -2)...(k -t -1))
for the maximum number ¢ of faulty processes in the
group G.

The minimum number of messages exchanged in
the hierarchical group is N(s, t) + s-N(k, t). Here, a
leader process of every subgroup is correct. It takes (¢
+1) rounds in the root subgroup Go and (¢ +1) rounds
in each subgroup. Hence, it takes 2(¢ +1) rounds to
make an agreement.

In the worst case, only one subgroup has a correct
leader and the other subgroups are faulty. In addi-
tion, each subgroup has at least one and at most two
subgroups which are directly connected with the sub-
group, i.e. linearly chained as shown in Figure 6.
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Here, only a subgroup G is correct and the other sub-
groups G, ..., G, are faulty. Every correct process
agrees on a value v in a subgroup G;. First, a cor-
rect gateway process between G and G forwards the
value v in the subgroup G. Then, a gateway process
of G and G3 distributes the value v in G3 and ?nally
in G,. Thus, (s -1)N(k, t -1) messages are transmit-
ted. Totally, N(s, t)+s-N(k, t)+(s -1)-N(k, t -1) mes-
sages are transmitted. Here, it takes 2(f +1) + (s -1)t
rounds. The worst case is shown in Figure 6.

The redundancy factor [(s +1) + s-k}/n shows the
total processing overhead. We assume the processing
overhead of each process in a subgroup is proportional
to the number of messages transmitted, i.e. N(k, t).
The total processing overhead is given (s +1)-N(s, t)
+ s(k +1)-N(k, t) in the best case. (s +1)-N(s, t) +
s-(k+1)-N(k,t) + (s -1)-(k+1)-N(k, t -1) in the worst
case.

G, G; G,

Figure 6. Chained subgroups.

First, we assume k = s, i.e. every subgroup includes
the same number of processes. For each n and £, a hi-
erarchical group where the numbers of messages and
rounds are minimized is found. Figures 7 and 8 show
the numbers of messages and rounds in a each mini-
mum subgroup for the total number n of processes and
ratio of the number of faulty processes ¢/n (r = t/n).
In the hierarchical protocol, the number of messages
and rounds can be reduced.
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5. Concluding Remarks -

In this paper. we discussed how to make a Byzan-
tine agreement on the delivery and orderly of mes-
sages by using the hierarchical group. We showed how
many messages can be reduced to make a Byzantine
agreement in the evaluation.
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