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Abstract

A peer-to-peer (P2P) network is composed of large number and various types of 'computers which are cooperating by
exchanging data in the Internet. In multimedia streaming applications like music streaming and video on demand (VOD),
multimedia data is required to be efficiently delivered to multiple destination procegses. In addition, multimedia commu-
nication has to satisfy Quality of Service (QoS) requirement, i.e. delay time, bandwidth, and loss ratio. It is significant
to efficiently deliver multimedia data to multiple destination processes with QoS requirement. However, each computer
may not exchange multimedia data due to the limited computation resource like CPU, memory, and bandwidth of trans-
mission/receipt of data. Thus, each process may not be satisfy QoS requirement even if other process supports enough
computation resource. This paper discusses how to efficiently deliver multimedia /data on P2P networks so that satisfy
QoS requirements.
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one/one-to-many types of communication protocols like
TCP [15] and RTPL[Z]] are so far developed and un-
derly used for the applications. One-to-one and one-to-
many communication protocols to satisfy Quality of Ser-

1. Introduction

In large-scale distributed systems like peer-to-peer
(P2P) overlay networks [4, 16, 18, 20, 24], large number

of processes are cooperating by exchanging messages. In
multimedia streaming applications like music streaming
and video on-denamd (VOD) [17], multimedia data is
multicast in various types of communication networks like
ATM network, Gigabit, 10 Gigabit Ethernet, and wire-
less networks [1,2, 8,9]. Multimedia streaming service
[11,19,22] is required to be provided for distance learn-
ing, e-commerce, home entertainment, and so on. One-to-

vice (QoS) requirem'ents like delay time, bandwidth, and
loss ratio are discussed in papers {2,10,25].

In the P2P environment [4, 16, 20], large number and
various types of computers are interconnected in the In-
ternet. Each computer is equipped with only limited com-
putation resource like CPU, memory, and bandwidth for
transmission/receipt pf multimedia data in networks. P2P
applications are supported by cooperation of multiple peer



application processes which are exchanging multimedia
data. Traditional streaming service like RTSP [22] is real-
ized by using one-to-one or one-to-many type of commu-
nication, i.e. broadcast and multicast service. There are
two approaches to supporting multicast service: network-
level (IP) multicast [5] and application-level (overiay)
multicast [3]. Here, network-level multicast is required
to realize multicast networks like MBONE [5]. In the IP
multicast, each router has to support muiticast functions.
On the other hand, in overlay multicast networks, peer
processes are not required to support the multicast com-
munication functions.

In the overlay multicast approach, each peer process
spends more network resource than IP multicast approach
since data transmission path is duplicated. Therefore, it
is difficult to support large number of peer processes due
to computation and communication overheads on peer-to-
peer (P2P) streaming applications. In addition, each peer
may not satisfy QoS requirements due to the limited com-
putation resource of each computer. Thus, each peer pro-
cess has to efficiently support communication of multi-
media data on P2P overlay networks. We discuss a high-
performance and highly reliable data transmission mech-
anism for streaming multimedia data on P2P overlay net-
works. We also discuss how to efficiently deliver packets
to the destinations by using multiple source peers. In our
protocol, every operational contents peer starts transmit-
ting packets to each leaf peer independently of the other
contents peers.

In section 2, we presents system model of multi-source
streaming on P2P networks. In section 3, we discuss how
to deliver multimedia data from multiple source peers to
multiple destination peers.

2. System Model
2.1 P2P environment

A peer-to-peer (P2P) overlay network is composed of
large number and various types of computers mainly per-
sonal computers which are interconnected in the Internet.
A P2P overlay network is realized by cooperation of mul-
tiple application processes APy, ..., AP, (n>1) by tak-
ing usage of underlying networks. Application processes
are interconnected in overlay networks as shown in Fig-
ure 1. In the P2P overlay networks, a pair of application
processes AP; and AP; are interconnected with a logi-
cal communication channel C;; = (AP;, AP;). Multime-
dia data are delivered from one process to another process
through the channel on the P2P overlay network. Multi-
media data is decomposed into a sequence pkt of packets
(t15 ..., t1) (I21). A packet is a unit of data transmis-
sion in networks. A sequence pkt of packets are sent to
destination peer processes by using underlying network
protocols like UDP [14] and TCP [15].
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Figure 1. Overlay network.

2.2 Multi-source streaming

In P2P applications like video on-denmand (VOD),
multiple peer processes (abbreviated peers) are cooperat-
ing by exchanging multimedia data with other peer pro-
cesses. In this paper, we take an application for delivering
multimedia contents to one or more than one peer process
on request of the processes. There are two types of peers,
contents peers and leaf peers. A contents peer receives a
request of some content from a leaf peer and then starts
transmitting a sequence of packets of the multimedia con-
tent to the leaf peer. In traditional model, one contents
peer supports multiple leaf peers and transmits packets
of the content to each leaf peer asynchronously with the
other leaf peers. Each leaf peer receives a sequence of the
packets from one contents peer. A contents peer may be
performance bottleneck and single point of failure.

In order to realize the higher reliability and through-
put, we take a novel approach, using redundant contents
peers. Let denote a set of multiple contents peers, i.e. CP
={CPy,..., CP,} (n>1). Let LP be a set of leaf peers
LP,..., LP,, (m>1) which use a content in the contents
peers. Each leaf peer LP; issues a request of the content
C independently of the other leaf peers. On receipt of re-
quests of a content C from multiple leaf peers, a contents
peer C P; multicasts a sequence of packets of the content
C to the leaf peers in a P2P overlay network. Multime-
dia data is delivered from multiple contents peer to multi-
ple leaf peers via multiple paths. Each leaf peer receives
packets from one contents peer and another leaf peer may
receive packets from another contents peer. The overhead
of the contents peer is distributed to multiple peers. This
is a traditional approach [Figure 2].

We take a new approach named multi-source streaming
approach. Here, each client receives packets of a multi-
media content C from multiple contents peers while each
contents peer sends a packet to. multiple client peers.

3. Parallel Transmission Procedure

3.1 Transmission

We discuss how multiple contents peers deliver packets
of a content C to each client peer which issues a request
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Figure 2. Traditional approach.

Figure 3. Multi-source streaming.

of the content C. We first show the overview of the trans-
mission procedure as follows:

1. A leaf peer LP; sends a request to contents peer
Ch,...,CP,inCP.

2. Multiple contents peers CPy, ..., CP, (n 2 1) mul-
ticast different packets to the leaf peer LP;.

3. The leaf peer LP; receives packets through multiple
channels with each C P; of the contents peers.

Multiple channels with each contents peer are classi-
fied into one main channel and sub channels. If each con-
tents peer C P; sends a same sequence of packets to each
leaf peer LP;, L P; has to receive many redundant packets
and may be performance bottleneck due to the heavy traf-
fic. In our approach, each contents peer C P; sends a leaf
peer LP; packets different from every other peer C Py, (k
# i). Suppose that pkt is a sequence (¢, ..., ¢;) of packets
of the content C to be delivered to the leaf peer LP;. The
content C is replicated in multiple contents peers C P,
..., CP,. CP is a collection {CPy, ..., CP,} of the
contents peers which have the replicates of the content C.
There are m leaf peers LP,, ..., LP,, LP={LP,, ...,
LP,}.

A contents peer C'P; sends a subsequence pkt;; of the
packets to each leaf peer LP; (pkt;; C pkt). The subse-
quence pkt;; of the packet sequence pkt is composed of
packets { tp | h =i + n-d for d = 0,1,...}. For exam-
ple, suppose a packet sequence pkt = (t;, to, t3, t4, s,
t6, t7) is obtained from a multimedia content C and there
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are three contents peers CP;, CP,, and C P3 where the
content C is stored. A leaf peer LP; first sends a request
of the content C to the contents peers. Here, the contents
peer C P, sends a subsequence pkt;; of the packets (¢,
t4, t7), CP; sends a subsequence pkia; = (t2, t5), and
C P; sends a subsequence pkt3; = (t3, tg) to the leaf peer
LP,. The leaf peer L P; receives the subsequences pkt;;,
pkta1, and pkts; from the contents peers C Py, CPs, and
C P, respectively. Then, the leaf peer LP; obtains the
packet sequence pkt from the subsequences pkt1, pkta1,
and pkt3;. Thus, the packet sequence pkt is partitioned
into n subsequences pkty;, ..., pkt,; for a leaf peer LP;,
where each subsequence pkt;; is transmitted to LP; by a
contents peer CP;.

@: contents peer | ::leafpeer

Figure 4. Transmission.

On receipt of a request of a content C from a leaf peer
LP;j, every contents peer CP; generates a sequence pkt
of packets from the multimedia content C. Packets in the
packet sequence pkt = (t1, ..., t;) are enqueued into a lo-
cal queue (LQ;) of CP; (i=1,..., n). Packets in the local
queue LQ); are dequeued and enqueued into transmission
queues XQi1, ..., XQin. Each packet ¢ is dequeued
from the local queue LQ;. A = mod(k — 1,n) + 1 for
the number n of contents peers. The packet ¢, is enqueued
into a transmission queue X Q;x. On receipt of a request
from a leaf peer L P;, a function Qid(i, 7) is executed and
returns some number h. The function Qid has the follow-
ing properties.

o Qud(i, j) # Qid(#', j) ifi # 7'.

Local Queue (LQ)

multicast
lTransrn ission Queue (XQ) I——>
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Figure 5. Decomposition of a multimedia
content C into packets.

For example, Qid(j, 1) is realized as (j + i) mod n +
1. Then, the contents peer C P; transmits packets to the



leaf peer LP; from the transmission queue X Q;x here k
= Qid(4, j) [Figure 6]. The contents peer C P; transmits
another subsequence in the queue X Q;x+ to another leaf
peer LP;» when k' = Qid(s, j').

Figure 6. Transmission queues.

3.2 Centralized cooperation of contents peers

Suppose a leaf peer LP; requests the contents peers
CP,, ..., CP, to transmit a multimedia content C. As
presented before, each contents peer C P; starts transmit-
ting a subsequence pkt;; to the leaf peer LP; (i =1, ...,
n). Questions are to which contents peer the leaf peer LP;
sends the request of the content C' and how all the con-
tents peers start transmitting packets to the leaf peer LP;.
There is two approaches, centralized and distributed ones.
In the centralized approach, the leaf peer LP; sends a re-
quest to one of the contents peers, say C'P; which is a
controller. The controller peer C P coordinates the syn-
chronization of the transmission of packets among all the
contents peers [Figure 7]. For example, the contents peers
starts transmitting packets by using the two-phase com-
mitment (2PC) protocol [6,7,23] as follows:

1. The controller peer C P; sends a prepare message to
all the other contents peers CP;, ..., CP,.

2. Onreceipt of the prepare message from the controller
peer C P, a contents peer C P; prepares the transmis-
sion of the content C, i.e. packets are enqueued to
the transmission queue X Q;x, where k; = Qid(¢, j)
(i=2,..., n). Then, CP; sends an acknowledgment
(ACK) message to the controller C P;.

3. If the controller peer C'P; receives ACK messages
from all the contents peers CP,, ..., CP,, the con-
troller peer C P; sends a start message to all the con-
tents peers C P, ..., C P,. The controller C P, starts
transmitting packets from the transmission queue
X @k, to the leaf peer LP; where k1 = Qid(1, 7).

4. On receipt of the start message from the controller
peer C Py, the contents peer C P; starts transmitting

packets from X Q;x, to the leaf peer LP;.

© : contents peer
O : leaf peer

Figure 7. Centralized approach.

3.3 Asynchronous cooperation of contents peers

On the other hand, there is no centralized controller in
the distributed approach. A leaf peer LP; sends a request
to all or some of the contents peers CP), ..., CP,. Here,
there are two ways to start the transmission of packets at
the contents peers; synchronous and asynchronous one. In
the synchronous transmission, all the contents peers are
synchronized to simultaneously start the transmission of
packets. Protocols similar to the two-phase commitment
(2PC) protocol can be used to synchronize all the contents
peers. It takes time to exchange packets to synchronize all
the contents peers, i.e. at least three rounds.

In the asynchronous transmission, each contents peer
starts transmitting the packets independently of the other
contents peers. Here, some contents peer, say C P, may
not be ready while another contents peer C P; starts trans-
mitting packets. A contents peer CP; is referred to as
operational if C P; is transmitting packets. Each contents
peer C'P; manipulates a sequence number variable SQ.
SQ shows a sequence number of a packet which has been
most recently transmitted by CP;. A variable SQ; (j =
1,..., n) is also manipulated, which denotes the sequence
number of a packet which the contents peer C P; has most
recently received from another one C'P;. Initially, each
variable SQ; is zero. In addition, C P; manipulates a ma-
trix of sequence number variables MV Q = {MVQ;; | ¢,
j=1,..., n} where each element M VQ;; is initially 0.
Each contents peer exchanges the sequence vector V.SQ
=(S8Qs, ..., SQn) with the other processes. On receipt
of a packet m with a sequence number m.SQ and a vec-
tor m.SQ = (m.SQs, ..., m.SQ,) from a contents peer
CP;, the variables are manipulated in the contents peer
C P; as follows:

[Receipt procedure] CP; receives a packet m,

1. $Q; =m.SQ.

2. MVQjr =max(MVQjr,m.SQk) (k=1,...,n).
[Sending procedure]
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1. On sending a packet p, SQ = p.SQ and p.VSQ =
(SQ1, ---, SQn).
2. Send the packet p.

As discussed in papers [12, 13], the contents peer C' P;
knows that every contents peer CP; has transmitted a
packet whose sequence number S@ is equal to or smaller
than min(M,, ..., M), where each M satisfies the fol-

lowings:
L. M =MVQ;xif MVQ ;i # 0 otherwise T.
2. My=--=M,=0ifMVQj1=---=MVQjn=
0.

MVQ;r = 0 means that no contents peer knows that
the contents peer C Py is operational. A value T shows
the maximum value. Here, let M SQ; be the maximum
sequence number of such a packet from the contents peer
CP; that CP; has received packets from CPj, ie. CP;
is operational. Let CCP; be a subset of contents peers
which CP; knows to be operational (CPP; C CP). The
contents peers are ordered in the peer number in CCP;.
Here, No(C P;) shows the order of the contents peer C P;
in CCP;.

First, the contents peer C P; receives a request of a con-
tent C' from a leaf peer LP;. Here, CPP; = ¢. Hence,
the contents peer C P; starts transmitting a sequence pkt
of packets, i.e. transmits the first packet ¢;, the second
packet ¢2, .... The contents peer C P; distributes the se-
quence number vector to all the contents peers and re-
ceives from other peers. A packet which carries the se-
quence number is referred to as control packet. If the con-
tents peer CP; sends a control packet to the other con-
tents peers cach time C P; sends a packet of the content,
the communication overhead is increased. In our proto-
col, the contents peer CP; sends a control packet each
time the contents peer C P; sends some number of packets
to reduce the communication overhead. After exchang-
ing control packets among the contents peers, CCP; #
¢. Here, the contents peer CP; sends a subsequence of
the packet sequence pkt. Each pair of contents peers CP;
and C Py transmit different subsequences pkt;; and pkty
to the leaf peer LP;, pkti; # pktr;. The contents peer
C P; transmits a packet m where mod(m.SQ-1, |CPP;{)
= No(CP;) and m.SQ < min{ M SQy | CP € CCP;}.

After some contents peers start transmitting packets to
the leaf peer LP;, another contents peer C P; would start
transmitting packets. If the contents peer C P; had not re-
ceived any sequence number vector, the contents peer C P;
starts transmitting a sequence pkt of packets to LP; and
distributes the sequence number vector. In the meanwhile,
the contents peer C'P; receives the sequence number vec-
tors from other contents peers. On receipt of a packet m
with the vectors from C P, the contents peer CP; ob-
tains the sequence number SQ := m.SQ. Here, if SQ
< m.SQ, the contents peer C P; skips packets in pkt and
then sends a packet m where m.SQ = SQx + 1. In the
meanwhile, the contents peer C P; takes the transmission
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way as discussed here.
3.4 Redundant transmission

Some contents peer may be faulty and packets may be
lost. In order to be tolerant of the faults, the contents peers
redundantly transmit packets to each leaf peer. For some
number of packets ¢, ..., ¢x, one parity packet pt is cre-
ated. Even if one packet of (k + 1) packets ¢y, ..., ¢, and
pt is lost, the packet lost can be recovered by the other k
packets. k is decided by the number of operational con-
tents peers, i.e. k < |CCP;|. One parity packet is inserted
every k packets. Here, let ¢, show a parity packet of pack-
ets ts, ts41, ..., te. Figure 8 shows three contents peers
C Py, CP,, and C P; transmit packets to the leaf peer LP;.

For example, even if a packet t3 is lost by the leaf peer
L P;, the packet ¢3 can be recovered by the normal packet
t4 and the parity packet t34. Even if C P; is faulty, the leaf
peer LP; can receive the packet sequence ¢1, t2, ...of the
content C.

O : nomal packet

Figure 8. Redundant transmission.

4. Concluding Remarks

The paper discuss the multi-source streaming approach
to transmit multimedia contents from multiple contents
peers to leaf peers. We discuss the asynchronous multi-
source streaming protocols. Here, each contents peers can
start transmitting packets independently of the other con-
tents peers. While transmitting packets and exchanging
control information, every operational peer sends differ-
ent subsequence to the leaf peer.
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