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Abstract Real-time applications such as phone, videoconference, multimedia streaming, are typical applications
which require relatively small delay and small delay fluctuation. To meet the QoS requirements of these applications,
network infrastructures should have the ability to accommodate real-time traffic. Recently, IEEE802.11 wireless
LANSs, fundamentally based on CSMA /CA, have been widely used as parts of network infrastructures, so QoS sup-
port in wireless LANs becomes important. Several existing PCF-based centralized control mechanisms can support
constant small delay of real-time traffic in a wireless LAN. However, these mechanisms require a centralized controlled
coordinator, and cannot be utilized in any case. So, a decentralized control mechanism supporting real-time traffic
is an important alternative solution to support real-time traffic. EDCF is a typical example of decentralized control
mechanisms which provide relatively small delay for real-time traffic, but cannot achieve small delay fluctuation
because of the burst feature of its backoff mechanism. We propose a decentralized control mechanism suppressing
delay fluctuation in CSMA /CA networks, called DDFC (Decentralized Delay Fluctuation Control), and examine the
performance of DDFC by simulation. The results of simulation confirm that we can achieve not only small delay but
also small delay fluctuation in EDCF-based wireless LANs by controlling real-time traffic according to DDFC.
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high performance, network infrastructures and end terminals
must endeavor to meet the QoS requirements of these applica-
tions. While the requirement of non-real-time applications—
lossless transmission—can be met by an end-to-end approach

1. Introduction

With the Internet spreading widely and the users of the
Internet increasing explosively, various Internet applications

have been developed and employed for the last decade. These
applications have their own characteristics and QoS (Quality
of Service) requirements. These applications can be catego-
rized into 2 types. File transfer, electronic mail and World
Wide Web are the typical applications which provide reliable
data transfer, and require lossless transmission. On the other
hand, phone, videoconference and multimedia streaming are
the typical applications which provide sound and/or moving
picture, and require relatively small delay and small delay
fluctuation instead of lossless transmission. In this paper,
we call the former non-real-time applications and the latter
real-time applications, respectively.

To realize sophisticated Internet services and achieve their

such as TCP (Transmission Control Protocol) [1], the require-
ments of real-time applications—relatively small delay and
small delay fluctuation—cannot be met necessarily unless the
network infrastructures transfer real-time traffic prior to non-
real-time traffic. So, network infrastructures should have the
ability to accommodate real-time traffic.

Recently, IEEE802.11 wireless LANs[2], fundamentally
based on CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) [3], have been widely used as parts of
network infrastructures. The IEEE802.11 specification [2]
defines DCF (Distributed Coordination Function) as a fun-
damental access control method based on CSMA/CA. All



IEEE802.11 stations'' implement DCF, and sense carrier and
transmit frames complying with DCF. However, DCF in it-
self can hardly accommodate real-time traffic, so any other
mechanism which can support QoS is required. Addition-
ally, because wireless LANs have higher latency and lower
bandwidth than other major wireline LANs, QoS support in
wireless LANs is much more important.

To accommodate real-time traffic in IEEE802.11 wireless
LANS, the IEEE802.11 specification defines PCF (Point Co-
ordination Function) as an optional access control method
based on access points’ polling. PCF is a centralized con-
trol protocol having an access point supervise the rights of
medium access, and can support real-time traffic by pro-
viding contention free medium access. Several previous re-
searches [4] [5] [6] [7] [8] proposed and examined applications
of PCF to support constant small delay of real-time traffic
in a wireless LAN. However, the applications can be uti-
lized only in the case where every station is supported by
a centralized controlled coordinator such as an access point.
Therefore, decentralized control mechanisms which do not re-
quire any centralized controlled coordinators are researched
as alternative solutions to support QoS. Decentralized con-
trol mechanisms can be used in any case, including the case
where stations are connected with one another ad hoc.

Several previous researches [9]([10] proposed and exam-
ined DCF-based decentralized control mechanisms support-
ing real-time traffic. These mechanisms accommodate real-
time traffic by differentiating real-time traffic from non-real-
time traffic; hence real-time traffic can achieve relatively
small delay. EDCF (Enhanced DCF) [11] [12] can be also used

to accommodate real-time traffic. EDCF is a decentralized
control protocol which is an extension of DCF and provides

differentiated service for categorized traffic. Although these
mechanisms achieve relatively small delay of real-time traffic
by discriminating in favor of real-time traffic, delay fluctua-
tion is yet so large owing to the burst feature of backoff in

DCF or EDCEF.
We propose a decentralized control mechanism suppressing

delay fluctuation in CSMA /CA networks, called DDFC (De-
centralized Delay Fluctuation Control). For the purpose of
suppressing delay fluctuation, the backoff algorithm of DDFC
considers waiting time of a frame, the time elapsing since the
frame was enqueued into the interface queue, and sees that
frames which have larger waiting time tend to have smaller
backoff time. Thereby, longer waiting frames can be trans-
mitted earlier, consequently delay fluctuation is suppressed.
Additionally, DDFC can be easily used in EDCF-based wire-
less LANs. An EDCF-based wireless LAN using DDFC to
control real-time traffic is realized by replacing the backoff
algorithm used for real-time traffic in an EDCF-based wire-
less LAN by DDFC. We call this DDFC-aware EDCF-based
wireless LAN the combination of EDCF with DDFC. While
vanilla EDCF achieves small delay of real-time traffic, the
combination of EDCF with DDFC achieves not only small
delay of real-time traffic but also small delay fluctuation of
real-time traffic. Moreover, DDFC does not interfere with ex-
isting IEEE802.11-compliant protocols such as PCF and HCF
(Hybrid Coordination Function) [13]. Later, we examine the
performance of DDFC by simulation.

The structure of the paper is as follows. In Sect. 2., we de-
scribe the motivation of our research to suppress delay fluctu-
ation. In Sect. 3., we present DDFC (the decentralized delay
fluctuation control mechanism). Afterward, we evaluate the
performance of DDFC by simulation in Sect. 4.. Finally, in
Sect. 5., we conclude this paper.

2. Motivation

Qur research is motivated by delay characteristics of the

(1) : The word station means a terminal or an access point equipped
with a wireless LAN interface.

current DCF-based wireless LANs inappropriate to support
real-time traffic—delay fluctuation. Delay fluctuation is one
of the factors which deteriorate the performance of many
real-time applications. Hence, it is desirable to suppress de-
lay fluctuation so far as possible. It is because DCF adopts
BEB (Binary Exponential Backoff) as its backoff algorithm
that DCF causes large delay fluctuation. EDCF also adopts
BEB to control the medium access of categorized traffic, so
EDCF cannot achieve small delay fluctuation of real-time
traffic though it can achieve small delay.

The algorithm of BEB is specified by the following pseu-
docode:

if(RC = 0){
// first transmission
CW := CWiin
}
else{
// retransmission
CW :=2CW +1
CW := min(CW,CWnaz)

}
B := rand(1, CW)(slots)

where RC is retransmission count, which is set to be 0 when
a frame attempts to be transmitted for the first time and
incremented by 1 every time a frame attempts to be re-
transmitted; CW is contention window; CWp,in is the min-
imum value of CW; CWpao is the maximum value of CW;
min(a,b) is the function returning the smaller number of a
and b; rand(a,b) is the function returning an integer cho-
sen randomly from the interval from a to b; and B(slots) is
backoff time. The pseudocode presents that the size of con-

tention window is doubled when a frame is not transmitted
successfully and minimized when a frame is transmitted suc-

cessfully. In this algorithm, a flow which has transmitted a
frame successfully retains small contention window and trans-
mits several frames during a short term, while another flow
which has large contention window transmits no frame. Sev-
eral researches [14] [15] pointed out this burst feature of BEB.
The burst feature encourages delay fluctuation.

MILD (Multiplicative Increase Linear Decrease)[15] is a
backoff algorithm proposed to mitigate the burst feature of
transmission. Though MILD is not supposed to be used in
IEEE802.11 wireless LANs, MILD can be used in IEEE802.11
wireless LANs by replacing the backoff algorithm of DCF by
MILD. The algorithm of MILD is specified by the following
pseudocode:

if(RC = 0){

// first transmission

CW:=CW -1

CW := maz(CW,CWnin)
}
else{

// retransmission

CW = 1.5CW

CW := min(CW,CWmnaz)
}

B := rand(1,CW)

where mazx(a,b) is the function returning the larger num-
ber of a and b The pseudocode presents that the size of



contention window is multiplied by 1.5 when a frame is not
transmitted successfully and decremented by 1 when a frame
is transmitted successfully. MILD mitigates the burst fea-
ture of transmission by preventing the contention window of
a flow having transmitted a frame successfully from being
minimized; as a result, it suppresses delay fluctuation.

However, MILD is unsuitable as a solution to suppress de-
lay fluctuation because of the following reasons.

e MILD cannot achieve higher performance than BEB in
almost all cases: MILD increases average delay in return for
suppressing delay fluctuation. This is due to MILD’s feature
of keeping contention window large. The feature encourages
large backoff time, and consequently average delay tends to be
large. Figure 1 shows a typical example of average delay and
standard deviation of delay in the case where a DCF-based
wireless LAN adopts BEB or MILD as backoff algorithm. In
fact, in Fig. 1, we can see that the average delay in MILD
is larger than that in BEB. Additionally, the standard devi-
ation of delay in MILD is larger than that in BEB when the

number of flows is smaller than 16. This illustrates MILD
cannot suppress delay fluctuation except in the case where

traffic is heavy.

e MILD is unsuitable for controlling real-time traffic in
the differentiation framework of EDCF: In EDCF, every traf-
fic category has its own priority, interface queue and protocol
parameters such as CWiin, CWinax and IFS. IFS stands
for interframe space, within which flows must not transmit
data frames just after the medium turned to be idle. If two
or more flows of an identical station attempt to transmit
frames concurrently, the flow having the highest priority may
transmit and the other should retransmit. Except this point,
all flows obey with DCF. When MILD is used for the pur-
pose of suppressing delay fluctuation of real-time traffic in the
environments where EDCF categorizes traffic into real-time
and non-real-time, non-real-time traffic, controlled by BEB,
achieves higher performance than real-time traffic, controlled
by MILD; thus, the differentiation of EDCF does not work
well. This is because BEB, frequently resetting CW, allows

frames to be transmitted after smaller backoff than MILD.
Figure 2 shows the average delay of category 1 traffic and

category 2 traffic in an EDCF-based wireless LAN config-
ured as shown in Table 3 and Table 1, where real-time traffic
and non-real-time traffic are categorized into category 1 and
category 2, respectively. Now, as shown in Table 1, we use p
as the protocol used for category 1 traffic and n as the num-
ber of category 1 flows, respectively. If p = BEB, the average
delay of category 1 traffic remains small even when n grows
larger; the differentiation of EDCF works well. However, if
p = MILD, the average delay of category 1 traffic is larger
than that of cateogry 2 traffic; the differentiation of EDCF
does not work well.

In the next section, we challenge to decrease delay fluctua-

tion without deteriorating throughput or increasing average
delay.

3. Decentralized Delay Fluctuation Con-
trol Mechanism

3.1 Design Policy
We design DDFC (Decentralized Delay Fluctuation Con-
trol mechanism) to be based on the following policy.

e DDFC is a decentralized control mechanism: DDFC
can be utilized without requiring any centralized controlled
coordinators. Therefore, DDFC can be used in any case,
including the case where stations are connected with one an-
other ad hoc.

e DDFC can be used in EDCF-based wireless LANs: In
practical wireless LANs, real-time traffic and non-real-time

traffic coexist. The IEEE802.11 task group e is now stan-
dardizing EDCF as a decentralized controlled differentiation
framework for IEEE802.11 wireless LANs. So, we assume
that DDFC is utilized for real-time traffic in the differentia-
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Figure 1 The delay characteristics of BEB and MILD. The pa-
rameter settings of the LAN are shown in Table 3, and
CWoin and CWiez are 31 and 1023 respectively. The
bit rate of every flow is 64kbps, the size of every packet
is 256B, and the queue size is 4frames.
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Figure 2 The average delay characteristics in the differentiation
framework of EDCF. The parameter settings of the LAN
are shown in Table 3, and EDCF settings are shown in
Table 1. p and n are defined in Table 1.

tion framework of EDCF and that BEB is utilized for non-
real-time traffic likely in vanilla IEEE802.11 wireless LANs.

e DDFC does not interfere with existing IEEE802.11-
compliant protocols: EDCF is designed not to interfere with
PCF or HCF. So, it is not desirable that the collaboration
of EDCF with DDFC interferes with IEEE802.11-compliant
protocols such as PCF and HCF.

e Delay fluctuation in DDFC is smaller than or equal to
that in DCF in any case. Besides, throughput in DDFC is not
much smaller than that in DCF and average delay in DDFC
is not much larger than that in DCF.

To meet the above requirements, we design the backoff al-
gorithm of DDFC to have the ability to suppress delay fluctu-
ation, and the other parts of DDFC to be identical to those
of DCF. In fact, DDFC is decentralized controlled because
DDFC is identical to DCF except the difference in backoff al-
gorithm. Additionally, the combination of EDCF with DDFC
is easily realized by replacing the backoff algorithm for real-
time traffic by the backofl' algorithm of DDFC. Moreover,
DDFC does not interfere with PCF or HCF because the IFS
(Interframe Space) rules of DDFC are identical to those of
DCF. We present the backoff algorithm in the next subsec-
tion.

3.2 Backoff Algorithm

For the purpose of suppressing delay fluctuation, we pro-
pose the backoff algorithm of DDFC specified by the following
pseudocode:

if(RC = 0){



Table 1 EDCEF settings. p is BEB or MILD.

category bit rate | frame ueue for which
B tocol | CWn; d '
(priority) | P min | CWmaz | [FS of a flow | size | length flows traffic

1 (high) [ED| p 156 255 50us | 64kbps | 256B | 4frames | nflows | real-time

2 (low) | CF | BEB 31 1023 | 70us — 1500B | 8frames | 4lows | non-real-time

// first transmission
CW:=C Wmin

}

else{
// retransmission
if(t > ts){

. (CWmin + 1)2Rcto
CW = - (& —to)

}
else{

CW := (CWmin +1)27¢ —1

}
CW = mi’n(CW, CWmaz)

}
B := rand(1,CW)

where t is waiting time of a frame, the time elapsing since the
frame was enqueued into the interface queue; ¢, is a proto-
col parameter functioning as the threshold used to determine
whether t is considered to decide CW or not; and ¢ is a
protocol parameter functioning as the scaling factor which
adjusts the influence of t on CW.

If RC =0ort<Xt,, the algorithm lets CW be CWpin as
well as BEB. Therefore, the algorithm performs as if it were
BEB when traffic is light. If RC > 0 and ¢t > t,, the algo-
rithm lets CW be monotonically decreased with increasing ¢.
Thereby, a frame having larger waiting time is prompted to
have smaller backoff time; small delay fluctuation is realized.
Additionally, the factor, 2%€, functions so as to double CW
every retransmission similarly in BEB; contention resolution
is performed. Therefore, the algorithm supports small delay
fluctuation as it performs contention resolution when traffic is
heavy, while it performs as well as BEB when traffic is light.

Because the proposed backoff algorithm decides CW not
taking ¢ into account if RC = 0 or t £ t;, some readers
perhaps think it cannot achieve small delay fluctuation when
traffic is light. In fact, when traffic is light, small delay and
small delay fluctuation are naturally achieved because almost
all frames are transmitted successfully with short deferral and
short backoff. Thereover, BEB can achieve high performance
when traffic is light. Hence, we conclude that ¢t does not need
to be taken into account if R =0 or ¢ is small.

3.3 The Combination of EDCF with DDFC

We assume the combination of EDCF with DDFC as an
application of DDFC. Vanilla EDCF can achieve small de-

lay of real-time traffic owing to its differentiated services, but
cannot achieve small delay fluctuation owing to the burst fea-
ture of BEB. The combination of EDCF with DDFC, which
is realized by replacing the backoff algorithm used in a cate-
gory for real-time traffic by the backoff algorithm of DDFC,
can achieve not only relatively small delay of real-time traffic
but also small delay fluctuation of real-time traffic.

Architecturally, DDFC can be used alone without EDCF,
but we assume the case only where DDFC is used with EDCF
because of the following reasons.

e Because real-time traffic and non-real-time traffic co-
exist in practical wireless LANs, traffic categorization is re-

quired to utilize DDFC for the suppression of delay fluctua-
tion of real-time traffic.

Table 3 Parameter settings.

slottime 20us
SIFS 10us
DIFS 50us
basic rate 1Mbps
data rate 2Mbps
RetryLimit 7

e Considering that EDCF is under standardization in
IEEE802.11 task group e and that it has a framework of traf-
fic categorization, using EDCF is an acceptable solution to
categorize traffic.

Table 2 (a) shows an example of vanilla EDCF in which
category 1 and category 2 are used for real-time traffic and
for non-real-time traffic, respectively. This achieves relatively
small delay of real-time traffic. Table 2 (b) shows an example
of the combination of EDCF with DDFC. While all categories
use BEB in vanilla EDCF, a category for real-time traffic uses
DDFC and a category for non-real-time traffic uses BEB in
the combination. The combination achieves not only small
delay of real-time traffic but also small delay fluctuation of
real-time traffic.

4. Performance

In this section, we examine the performance of DDFC by
simulation. We use the settings shown in Table 3 and Table
4 for the simulation in this section. Additionally, we assume
that every station is not a hidden terminal to any other sta-
tion. Delay measured in the simulation means how long it
took a frame from to be enqueued into the interface queue
until to be transmitted successfully.

4.1 Basic Characteristics

In this subsection, we present the basic characteristics of
DDFC, which are obtained by the simulation in the settings
shown in Table 3 and Table 4. Figure 3 shows a typical
example of average delay, standard deviation of delay and
throughput in an EDCF-based wireless LAN. p and n are
defined in Table 4.

Figure 3 (a) shows that the average delay characteristics
of category 1 traffic in DDFC are almost as same as those
in BEB even when n grows larger; thus, the differentiation
of EDCF using DDFC for category 1 traffic works as well as
vanilla EDCF. On the other hand, the standard deviation of
category 1 traffic in DDFC much smaller than that in BEB.
This illustrates DDFC’s ability to suppress delay fluctuation.

Figure 3 (b) shows that the throughput characteristics
when p = DDFC are almost as same as those when p = BEB.
However, when = is large, namely when traffic is heavy, the
throughput characteristics when p = DDFC are a little bit
worse than those when p = BEB, because DDFC’s feature of
making backoff time smaller causes more collisions. This is
a compensation for suppression of delay fluctuation, but the
compensation is little when traffic is almost nothing and a
little even when traffic is heavy.

4.2 Impacts of parameters

In this subsection, we present the impacts of DDFC’s pa-
rameters, ¢, and to.

4.2.1 Impacts of to

Figure 4 shows the impacts of to on the delay character-
istics of DDFC. In Fig. 4 (a), we can find that the average
delay characteristics of DDFC is much the same as that of
BEB, but the characteristics when traffic is heavy and that



Table 2 An example of vanilla EDCF and an example of the combination of EDCF with

DDFC.
(a) An example of vanilla EDCF

category parameters service for which

(priority) protocol CWinin | CWinaz | IFS | ts to tra.ﬁ.'lc

1 (high) EDCF BEB 15 255 50us | — — | small delay real-tlm.e

2 (low) BEB 31 1023 | 70us | — — non-real-time

(b) An example of the combination of EDCF with DDFC

category parameters service for which

(priority) | P! [OWoi [ OWinaz | TFS [ & | o traffic
small delay,

1 (high) EDCF DDFC 15 255 50us | 10ms | 100ms | small delay real-time
fluctuation

2 (low) BEB 31 1023 | 70us | — — non-real-time

Table 4 EDCF settings. p is BEB or DDFC. ts and tg are used only if p = DDFC.

category ) bit rate | frame | queue
(priority) protocol | CWnin | CWiax | IFS | ts | to of a flow | size length flows
1 (high) |ED| p 15 255 50us | ts | to | 64kbps | 256B | 4frames | nflows
2 (low) | CF | BEB 31 1023 | 70us | — | — — 1500B | 8frames | 4flows
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Figure 3 The characteristics of EDCF. t; = 20ms and to =
100ms.

when traffic is light are a little bit different.

When 7 is small, namely when traffic is light, the average
delay in DDFC is a little bit smaller than that in BEB. This is
because of DDFC'’s feature to prompt frames waiting longer
to be transmitted earlier. Additionally, we can see in Fig. 4
(a), the smaller o is, the smaller the average delay is.

On the other hand, when 7 is large, namely when traffic is
heavy, we can see in Fig. 4 (a), the smaller ¢, is, the larger the
average delay is. Especially, if o £ 50ms, the average delay
in DDFC is larger than that in BEB when n is large. Smaller
to encourages frames waiting longer to be transmitted ear-
lier, but when traffic is heavy, too small ¢o causes frequent
collisions, and the performance is deteriorated consequently.

In Fig. 4 (b), we can find that the standard deviation of
delay in DDFC is much smaller than that in BEB. We can
see in the figure the smaller to is, the smaller the standard
deviation of delay is. This is because DDFC with smaller
to assigns delayed frames to smaller CW, and prompts the
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(b) standard deviation of delay

Figure 4 The delay characteristics of category 1 traffic. ts =
20ms.

frames to be transmitted earlier. However, using too small ¢o
is undesirable because it increases average delay in the case
where traffic is heavy as described above.

4.2.2 Impacts of ¢,

Figure 5 shows the impacts of ¢, and ¢g on the performance.
If ¢ is large, t, has little influence on the performance. Ex-
cept in the case, DDFC with smaller ¢, achieves smaller aver-
age delay and smaller standard deviation of delay. However,
Fig. 5 (a) and (b) show that ¢, has little influence on the de-
lay characteristics when ¢, is small. This means too small ¢,
has no additional advantages. Additionally, as shown in Fig.
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Figure 5 Impacts of t; and tg. n = 8.

5 (c), smaller ¢, deteriorates wireless LAN throughput. This
is because smaller t; encourages more collisions. Therefore,
using too small ¢, is undesirable.

5. Conclusion

We proposed decentralized delay fluctuation control mech-
anism, called DDFC, to suppress delay fluctuation in
CSMA/CA networks. DDFC can be used in IEEES02.11-
based wireless LANs, and DDFC does not interfere with exist-
ing IEEE802.11-compliant protocols such as PCF and HCF.

We examined the performance of DDFC, which is used for
real-time traffic in an EDCF-based wireless LAN, by sim-

ulation. The results of simulation confirmed that we can
achieve not only small delay but also small delay fluctua-

tion in EDCF-based wireless LANs by controlling real-time
traffic according to DDFC.
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