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Abstract: De Novo ligand design is an automatic fragment-based design of molecules within a protein binding site
of a known structure. A Bayesian Optimization Algorithm (BOA), a meta-heuristic algorithm, is introduced to join
predocked fragments with a user-supplied list of fragments. A novel feature proposed is the simultaneous optimization
of force field energy and a term enforcing 3D-overlap to known binding mode(s). The performance of the algorithm
is tested on Liver X receptors (LXRs) using a library of about 14,000 fragments and the binding mode of a known
heterocyclic phenyl acetic acid to bias the design. We further introduce the use of GPU (Graphics Processing Unit)
to overcome the excessive time required in evaluating each possible fragment combination. We show how the GPU
utilization enables experimenting larger fragment sets and target receptors for more complex instances. The results
show how the nVidia’s Tesla C2050 GPU was utilized to enable the generation of complex agonists effectively. In fact,
eight of the 1,809 molecules designed for LXRs are found in the ZINC database of commercially available compounds.
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1. Introduction

The search for drug molecules with computational methods is
often performed by high-throughput docking or to a lesser extent
by De Novo drug design approaches. While virtual screening
relies on pre-existing compounds, De Novo design approaches
generate novel molecules out of building blocks consisting of
single atoms or fragments. Because of the difficulty to predict
synthetic accessibility, De Novo drug design tools often generate
molecules that are demanding to synthesize. Approaches that are
commonly employed to improve synthetic accessibility include
the use of connection rules to join building blocks [9], [17], [31]
or the build-up of molecules from fragments obtained by prior
decomposition of existing compounds [5]. Connection rules are
either derived from organic synthesis reactions [31], [33] or they
are based on the knowledge of the occurrence of certain bonds in
existing molecules [29].

Due to the huge and non-linear search spaces (Typically, tens
of thousands of orientations are generated for each ligand can-
didate), global optimization algorithms are usually employed to
search the chemical space by generating new molecular struc-
tures through probing many different fragments in a combinato-
rial fashion. Traditionally, related projects have embraced Evo-
lutionary Algorithms (a class of global optimization algorithms
inspired from the biological phenomenon of evolution) for this
problem as will be shown below. In this research, the choice was
to use Bayesian Optimization Algorithm (BOA) [28], an EA that
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proved to give very good results in complex global optimization
problems. Several projects Utilized evolutionary algorithms in
general to apply virtual screening. Belda et al. [2] used BOA
among other EDAs to tackle the docking problem, however the
authors reported relatively poor performance for BOA as BOA
needs a large population to construct a well-representing BN.
This was the motive to utilize GPUs and thus being capable of
using large population sizes to overcome this limitation in BOA.
Lameijer et al. [18] conducted a comprehensive study for EAs
in drug design and virtual screening. The most notable of these
projects include [6] which uses a simple genetic algorithm and
rely on a local search method to achieve better compounds. Yet,
the primal focus was not on parallelizing the code to achieve the
best performance in terms of speed. Wang et al. [29] defined a
generic system for virtual screening depending on GAs in the
back end. However, the environment required user intervention to
direct the search process. Ghosh et al. [10] intensified the effect
of GAs by relying mainly on local search techniques and consid-
ering the problem as a multiobjective optimization problem.

Here, as a main contribution, a novel approach for De Novo
Design of agonists is presented. The algorithm utilizes a
fragment-based method that generates molecules by joining pre-
docked fragments with linkers. A parallel version of BOA is used
to search for feasible solutions. Only the predocked fragments
are encoded by the BOA, while suitable linker fragments are ef-
ficiently evaluated with a tabu search [11] using look-up tables.
The fitness function used is a novel combination of force field en-
ergy and a measure of the 3D-overlap to known binding mode(s).
The energy term consists of intra- and intermolecular contribu-
tions. The measure of 3D-overlap enforces a spatial distribution
of the atoms of the designed molecule similar to the one in the
known binding mode of the agonist(s) without explicitly consid-
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ering the covalent structure. The algorithm is evaluated on liver
X receptors (LXRs) [4], presenting a complex optimization prob-
lem due to the large number of fragments used. Different fitness
function setups are analyzed for their search efficiency. Notably,
the algorithm is able to suggest molecules with new scaffolds or
substituents that, at the same time, preserve the main binding in-
teraction motifs of known agonists of LXRs.

For complex structures with high order of used fragments (such
as LXRs in this case), the massive computation cost expected
makes parallel computing a De Facto issue. Therefore, the sys-
tem proposed utilizes nVidia GPU in order to harness the high
computing power of state-of-art GPUs. A major hurdle with uti-
lizing GPU is the complexity of the GPU architecture and the
need to carefully optimize and tune any application running over
GPU to achieve a highly efficient performance. A second main
contribution in this paper is the design of the De Novo drug de-
sign algorithm to run efficiently over the SIMT architecture of
GPU. The design includes performance optimization strategies
we introduced earlier in Ref. [25].

The rest of paper is as follows. The following section
overviews the algorithm and implementation over GPU while
Section 3 shows the results and discussion. Finally Section 4
concludes.

2. Algorithm and Implementation over GPU

2.1 BOA
BOA belongs to a class of algorithms known as Estimation of

Distribution Algorithms (EDAs) [23]. EDAs are an outgrowth of
Genetic Algorithms (GAs). Conventional GAs maintain a popu-
lation of probable solutions and then they apply genetic operators
like selection, mutation, and crossover to find the next popula-
tion. This process continues until the algorithm finds an accept-
able solution. EDAs replace the variation done by the crossover
step in conventional GAs with some kind of statistical inference
from the existing population to be used to construct the next pop-
ulation. In the case of BOA, variation starts by constructing a
Bayesian Network (BN) [12] as a model of promising solutions
after selection. New candidate solutions are then generated by
sampling the constructed Bayesian network. Finally, new solu-
tions are incorporated into the population, eliminating some old
candidate solutions, and the next iteration is executed unless a ter-
mination criterion is met. Figure 1 shows the important steps in a
single iteration of BOA. BOA uses BN to encode the structure of
a problem. In the chromosome of length n each gene is treated as
a variable and is represented by a node in the dependency graph.
For each variable Xi it defines a set of variables PXi it depends on,
so the distribution of individuals is encoded as:

p(X) =
n−1∏

i=0

p(Xi|PXi )

A directed edge from Xj to Xi in the network implies that Xj

belongs to the parent nodes PXi of Xi. To reduce the space of
networks, the number of incoming edges into each node is lim-
ited to k. Bayesian Dirichlet (BD) metric [13] is used to measure
the quality of the network. A special case of BD metric called
K2 metric is used when no prior information about the problem

Fig. 1 Bayesian Optimization Algorithm (BOA).

is available. The search for an optimal BN is an NP hard prob-
lem, so some kind of search algorithm is necessary for reaching
an optimal result in a reasonable amount of time. Different algo-
rithms can be used for building BN. A simple greedy algorithm
with only one edge addition in each step is commonly used for
the purpose [27], [28]. The algorithm starts with an empty net-
work B and for each edge that can be added (new edge is added
only if the edge meets the limit of the incoming edges and does
not introduce a cycle in the graph), it computes the BD metrics
for the BN. The edge giving the highest improvement is then
added to the network B. This process is repeated until no more
addition is possible. After this step the variable (nodes) are or-
dered in a topological order and then the nodes whose parents are
already determined are generated using the conditional probabil-
ities. This is repeated until all the variables are generated.

BOA in combinatorial drug design are relevant to the nature
of De Novo fragment-based drug design concept. EAs in general
are perfect candidates for this kind of problem. EAs are perfect
candidates for applications were deterministic or analytic meth-
ods fail. For instance, problems where the underlying mathemat-
ical model for the search space is not well defined. The optimiza-
tion algorithm runs in this case in a blackbox fashion. Belda et
al. [3] did a through study on the use of EAs in De Novo pep-
tide design. After analyzing the problem structure, the authors
claimed the superiority of EAs for searching chemical spaces to
synthesize peptides. They also confirmed the achievement of high
quality output with a range of different EAs. Moreover, the au-
thors reported EDAs specifically to have high potential for such
class of problems by evaluating the BN inference systems.

Nevertheless, the authors failed to fully utilize EDAs for such
problems due to the large populations required to build a highly
representing inference network. Accordingly, a high performance
parallel implementation for fragment-based design with EDAs is
essential to achieve high quality structures. This paper capital-
izes on the robustness of GPUs and strong potential of BOA (as
shown by Belda et al. [3]) to construct an end-to-end system for
De Novo fragment-based drug design. In addition, as shown be-
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low in the results section, the overlapping volume between the
target structure and the generated molecules implies the need for
a larger the number of individuals which can exchange genetic
material. This would partially explain the high solution quality
reported by Belda et al. where in this problem the sample size
seem to have a high threshold before reaching the phase of model
overfitting.

2.2 Fragment-based De Novo Ligand Design
To develop new medicines, the drug industry needs to find

promising chemical drug structures called ligands that will match
the target receptor protein of an organ in a human body. The
conventional approach in drug design called screening by dock-

ing checks matching between the molecule of the target organ
and ligand chemicals taken from their database. The degree of
matching is calculated by minimizing energy potential between
the molecule and the ligand. De Novo ligand design uses a
fragment-based method to generate molecules by joining pre-
docked fragments with linkers. Figure 2 shows how De Novo
ligand design can generate new structures by adding fragments.
To connect predocked fragments with linker fragments we use a
combination of two stochastic search procedures, BOA and a tabu
search. Heavy atom-hydrogen atom vectors are the connection
points, which can be selected by the user. Covalent bonds gen-
erated by the algorithm for linking fragments are single bonds.
The scoring function is a linear combination of two terms with

Fig. 2 De Novo ligand design.

multiplicative parameters as input.
The Evolutionary algorithm A version of BOA parallelized

for GPU runs the main global optimization problem (i.e., search-
ing the structure search space). Every individual contains a sin-
gle chromosome consisting of multiple genes. As for encoding,
and contrary to classic genetic algorithms, the implementation in
BOA uses integers as gene values encoding indexes of docked
fragments. Hence, the value of each gene ranges from one to
the number of docked poses. Figure 3 illustrates how the frag-
ments are encoded as chromosomes to be used by the algorithm.
Note that the encoded fragments of the children are examined for
clashes, and individuals with unfavorable interactions are imme-
diately removed from the population.

Another search algorithm, Tabu search, is used for efficient
linking. Linking the encoded fragments for each individual is
done by a tabu search. For efficiency reasons (i.e., to avoid con-
ditional branching in the GPU kernel), we built a look-up table
containing all distances and angles of all pairs of linker fragment
connection vectors. Using cutoff values and the look-up table, all
possible connections of fragment pairs of an individual are gener-
ated. A connection solution is randomly picked, and the two frag-
ments are joined with the linker defined therein. By employing
a simple breadth-first search strategy, fragments of an individual
are divided into two sets: a connected set, which are the newly
merged fragments and all fragments connected previously, and a
not-connected set. A new connection solution is picked with at
least one docked fragment being part of the not-connected set,
while omitting already occupied connection vectors. The proce-
dure continues until all fragments are connected or a maximal
number of connection trials has been exceeded. The score is cal-
culated for the built-up molecule (see below), and the merging
procedure is repeated for a user-defined amount of iterations, stor-
ing only the docked fragments-linkers assembly with the lowest
score for every individual. A tabu list of previously visited solu-
tions is used during these iterations to avoid repeated calculation
of scores.

Scoring The scoring function implemented is a linear combi-
nation, i.e., a weighted-sum, of two terms: a force field-based
binding energy E f f and a measure of similarity (Sim3D) to a user-
supplied target structure (e.g., a known agonist).

S total = w f f E f f − w3DSim3D

where the multiplicative parameters w f f and w3D are input values.
The minus signs for the similarity term is used because optimiza-
tion is performed by minimization of S total while Sim3D grows
with increasing similarity. The two scoring terms are evaluated
as follows:

- Force field energy function: We utilize nVidia’s Bio Work-
bench [32], accelerating energy calculation, to calculate binding
energy between the ligand and the receptor protein. To calculate
the energy, the force field energy function is used. The force field-
based energy function consists of van der Waals and electrostatic
terms. Both intraligand (intra) and ligand/receptor (inter) interac-
tions are taken into account.

E f f = EvdW
inter + Eelec

inter + EvdW
intra + Eelec

intra
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Fig. 3 Encoding of chromosomes representing compounds.

Intrafragment and intralinker interactions as well as fragment-
linker interactions between atoms separated by one or two cova-
lent bonds are not evaluated. The potential of the receptor is cal-
culated and stored on a grid [22] and is used only for the linkers.
The energies of the fragment poses are read in from the MOL2-
files to save computational time.

- The 3D structure Similarity Sim3D: between the newly assem-
bled molecule (A) and a user-supplied template molecule (B) is
evaluated by

Sim3D(A, B) =
S AB

max(S AA, S BB)

S XY =
∑

iεX

∑

jεY

wt it je
−γr2

i j

where ri j is the distance between two atoms (iε molecule X, jε

molecule Y), wt it j is a matrix whose coefficients reflect the sim-
ilarity between element types (an unit matrix is currently used),
and γ is a coefficient which acts on the broadness of the distribu-
tion of the positions. The 3D similarity Sim3D does not explic-
itly consider the covalent structure of molecules but relies on the
arrangement of atoms in space. In this way, significantly differ-
ent binding modes of the same molecule (or of two very similar
molecules, e.g., differing by only a halogen atom) are kept in the
population and evolved further if they have a good score. In the
present application to LXR, the maximal similarity Sim3D of two
individuals within a population was set to 0.8 and γ to 0.9. In-
dividuals of the old population similar to new ones, but with less
favorable score, are given an arbitrarily high score to reduce the
likelihood of their selection in a subsequent mating step. The size
of the old population is adjusted after merging the old and the
new population by removing individuals with the least favorable
score.

Protein preparation Liver X Receptors (LXRs) — members
of a super family of nuclear hormone receptors and represented
by two subtypes, LXRα and LXRβ — have been shown to be
involved in cholesterol homeoAstasis. Because of the high cor-
relation in binding affinity for the two isoforms, and the high se-
quence identity in the ligand binding domains (77%), only one
isoform was employed for our study. The crystal structure of
LXRβ (PDB code: 1PQ6, 2.4 Å resolution, Rf ree = 0.262) was se-
lected as a representative receptor structure for the docking of the

compound library because of the higher resolution of the crystal
structure for the human receptor (2.40 Å for the β isoform com-
pared to 2.90 Å for the highest resolution for a human structure
of LXRα) [30]. Subsequently, the term LXR shall refer to the
LXRβ isoform. To further relax the protein and obtain a low-
energy structure for the docking, the bound agonist and all wa-
ter molecules were removed, and hydrogens were added to side
chains and termini of the protein according to pH 7. CHARMm
atom types [7] were assigned, and hydrogens were minimized in
the absence of the agonist with the CHARMm force field to a gra-
dient of the energy of 0.01 kcal mol−1Å−1. A distance-dependent
dielectric function of ε(r) = 4r and default nonbonding cutoffs
of 14 Å were used. The resulting minimum-energy structure was
used as template for the docking.

Preparation of fragment library The library of fragments,
from which the molecules were constructed, was obtained from
Molinspiration Cheminformatics (www.molinspiration.com,
March 2011 accession date). The library consisted of 30,000
fragments with one and 30,000 fragments with two connection
points occurring in bioactive molecules. CHARMm atom types
were assigned, and all fragments were subject to minimization.
The connection points defined in the source MOL2-files were
used as connection vectors of the fragments, using all possible
heavy atom-hydrogen atom vectors. Additionally, geometrically
identical vectors or pairs of vectors were searched for by super
positioning all original vectors or pairs of vectors with all
possible heavy-atom-hydrogen atom vectors and measuring the
3D-similarity Sim3D of the two structures. The original and
superimposed fragments were deemed identical if the similarity
was larger than 0.95.

During the evolution process, the process of adding fragments
to the base fragment is shown in Fig. 4. When we add a fragment,
rotation of the additional fragment is set to determine the degrees
to the base fragment, and also, distance between the additional
and the base fragments is calculated according to the database of
bond distances (i.e., look-up table of linkers). When adding a
fragment, rotation of the additional fragment is set to determine
the degrees to the base fragment, and also, distance between the
additional and the base fragments is calculated according to the
database of bond distances. In the rotation process, we calculate
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Fig. 4 Process of adding fragments [26].

Fig. 5 Normalized distributions of molecular properties calculated by DAIM [16]. Histograms for the
13,788 fragments docked by SEED [22] are in gray and shaded, and those for the 1,809 unique
molecules obtained by the 10 runs with the least w f f are black and empty. The vertical thick
dashed lines represent the thresholds defined by Lipinski’s rule of five [21].

degrees of rotation θrot and φrot from those of the base fragment
θbase, φbase and those of the additional fragment θ f rag, φ f rag as
follows: θrot = θbase − θ f rag and φrot = φbase − φ f rag.

Employing the degrees calculated as above, we rotate atoms in
the additional fragment. First, we perform rotation around y-axis
as follows:

x′ = x cos(φ) − z sin(φ)

y′ = y

z′ = x sin(φ) + z sin(φ)

Next, rotation around z-axis is performed as follows to obtain
final results:

xrot = x′ cos(θ) + y′ sin(θ)

yrot = −x′ sin(θ) + y′ cos(θ)

zrot = z′

After the rotation is finished, we calculate bond distances based
on the database of the distances empirically calculated.

Docking of fragments Of the 60,000 fragments in the library
only the 13,788 containing less than four rotatable bonds were
used. Their properties are shown in Fig. 5 (histogram). Of these,
6,906 and 6,882 have one and two connection vectors, respec-
tively. They were docked into the receptor binding site with
SEED [22], a program for docking mainly rigid fragments with
evaluation of protein-fragment energy and electrostatic desolva-
tion. Note that the 6,882 fragments with two connection vec-
tors were used also as linker fragments. A maximal number of
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20 cluster representative positions of each fragment type were
kept, using also a cutoff value of −5 kcal mol−1 for the SEED en-
ergy. Fragments were discarded if the difference in energy for
any vector between bound and unbound states was larger than
5 kcal mol−1. This procedure yielded a total of 8,506 docked frag-
ments with 72,822 poses.

2.3 Implementation over GPU
GPU is emerging as one of the most powerful parallel process-

ing devices. GPU is especially well-suited to address problems
that can be expressed as data-parallel computations with high
arithmetic intensity (i.e., ratio of arithmetic operations to mem-
ory operations). Applications that process large data sets can use
a data-parallel programming model to speed up the computations.
In 3D rendering, large sets of pixels and vertices are mapped to
parallel threads. In the recent years, many algorithms outside the
field of image rendering and processing were also accelerated by
data-parallel processing.

Although GPUs can offer unprecedented performance gain,
implementation of an algorithm over a GPU to take full advantage
of this new technology involves a significant complexity of par-
allelizing across the multiple cores. Memory management over a
GPU makes things even more challenging. CUDA [1] is a parallel
computing architecture developed by nVidia. CUDA is the com-
pute engine in nVidia’s CUDA compatible GPUs, and is acces-
sible to software developers through industry standard program-
ming languages like C. CUDA is widely used for programming
nVidia’s GPUs for general purpose processing.

Figure 6 illustrates the architecture of nVidia Tesla GPU (used
for this research) [20]. The GPU runs its own specified instruc-
tions independently from the CPU but it is controlled by the CPU.
A thread is the computing element in the GPU. When a GPU in-
struction is invoked, blocks of threads are defined to assign one
thread to each data element. All threads in one block run the
same instruction on one streaming Multi Processor (MP), which
gives the GPU an SIMD/SIMT architecture. Each MP includes
8 stream processor (SP) cores, an instruction unit, and on-chip
memory that come in three types: registers, shared memory, and
cache (constant and texture). As shown in Fig. 6, threads in each
block have access to the shared memory in the MP, as well as to
a global memory in the GPU.

The algorithm used in this proposed system is given at Fig. 7.
Earlier work in Ref. [25] elaborates on the optimization and tun-
ing for BOA over GPU. The parallelization this paper follows
the conventional Master-Slave model. The entire algorithm runs

Fig. 6 Hardware architecture of GPU mounted on the PC motherboard.

over the host while evaluation of the scoring, Sim3D and Tabu
searching for efficient linking. The implementation of this algo-
rithm over GPU is shown in Fig. 8. The figure shows the CPU
and the GPU side portions of the algorithm. All the configu-
rations, memory allocations, initializations are performed over
the host processor. After the initialization stage (which includes
loading the pre-docked fragments and encoding them to a code
table), data is transferred to the device. Then the code running at
the host side enters a loop. At that loop, breadth-first search de-
tects all the fragments eligible for binding. Next, the codes of the
fragments are transferred to the device. At this point the kernel
starts running. The kernel uses the fragments code table and the
codes of the fragments in the structure to be evaluated, then de-
codes the codes to create the structure in thread’s registers. Then
the kernel runs the force-field energy of the structure. Finally
the kernel computes the fitness (S total) after computing Sim3D be-
tween the structure and the template then searching for an effi-
cient linking. Next, the computation transfers back to the host

1 : Pre-docked fragments are prepared;
2 : Generate initial population;
3 : Start evaluating the individuals by:
4 : For each individual, pre-docked fragments are added to

the base fragment;
5 : Calculate the force field energy and the Sim3D;[GPU]
6 : Tabu search for efficient linking;[GPU]
7 : Calculate the fitness function of the individual;[GPU]
8 : Select the fittest individuals based on the fitness value;
9 : Create a Bayesian Network from the selected individuals;
10 : Generate offspring from the individuals sampled from the

BN and current population;
11: Unless terminated, go to 3;

Fig. 7 Algorithm of fragment-based drug design using BOA.

Fig. 8 Flow chart of CPU (host) side and GPU (device) side logic.
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after receiving the fitness values. The host then proceeds with the
algorithm by selecting candidates from the population to build
the Bayesian network. Truncation selection has been used as ad-
vised by Ref. [19] to better maintain the building block. Next, the
network is constructed using the BD metric as mentioned earlier
and the network is sampled to generate new candidate solutions.
Lastly, the offspring individuals are inserted into the parent popu-
lation if no structurally similar parent has a more favorable score
to intensify the selection pressure. The cycle is then repeated un-
til a termination criteria is met. The kernel in this algorithm does
the following:
• Construct a structure using a code table and a vector of

codes representing the potential fragments. A technique in-
spired from the raster document coders that are typically
based on the use of a binary mask layer that efficiently en-
codes/decodes the text and graphic content [8]. These meth-
ods are originally used to yield high compression ratios than
natural image compression methods. Yet, we use the tech-
nique here to SIMDize the decoding process for optimized
performance on GPU.

• The Kernel calculates the force-field energy by running the
force-field function of Tesla’s Bio Workbench. This part was
optimized by using the techniques in Ref. [24] . The tech-
niques that were mostly effective are a) optimizing memory
access and reduce memory management overhead. b) Elim-
inating all the conditional branches except for an unavoid-
able condition. c) Optimizing the frequent memory trans-
fer. d) Blocks/threads topology was optimized to achieve the
highest occupancy possible.

• Next, similarity between the structure and the template is
computed. This part was easily ported to be data parallel.

• Tabu search is conducted to find the most efficient linking
mode of the fragments.

• Finally fitness is evaluated, and the result is stored in a spe-
cific location to make the result vector passable to the host
in one step.

3. Results & Discussion

Results given in this section were collected over a system with
nVidia Tesla C2050 GPU mounted on a motherboard with Intel R©
CoreTM i7 920@2.67 GHz as the host CPU. C2050 has 3 GB
of device memory and the total number of processing cores is
448. The maximum amount of shared memory per block is
64 KB (16 KB was used as cache as advised by CUDA manual)
and clock rate is 1.5 GHz. We are using Fedora Core 13 as the
operating system and CUDA SDK/Toolkit ver. 4.0 with nVidia
driver ver. 270.41.19. Other tools used for optimization and pro-
filing include CudaVisualProfiler and CudaOccupancyCalcula-

tor. C2050 is dedicated to computations only. The system has a
separate GeForce 8400 GS GPU acting as a display card.

Setting of Algorithm Runs Calculations were repeated 10
times for each of three settings (i.e., weighted coefficient phas-
ing as seen below) with distinct random seed numbers for 1,000
iterations of the algorithm and 20 iterations of the tabu search
per individual. The minimized phenyl acetic acid-based agonist
cocrystallized with the protein (PDB code 1PQ6) was used as a

target structure. The coefficients of the scoring function terms
were set to {w f f = 0.02, w3D = 0.98}, {w f f = 0.06, w3D = 0.94}
and {w f f = 0.10, w3D = 0.90}. The 13,788 Molinspiration-
library fragments with less than four rotatable bonds were used in
each of the runs for the three different coefficient pair value. The
6,882 Molinspiration-library fragments with two connection vec-
tors and up to three rotatable bonds were used as linker fragments
with a total of 17,372 unique vector pairs. To prevent the gen-
eration of unstable molecules, bonds between nitrogen, oxygen,
and sulfur atoms were avoided by using a list of forbidden con-
nections (S-S, S-O, S-N, O-O, O-N, N-N) [29]. To maintain di-
versity throughout the optimization procedure, the maximal 3D-
similarity of two individuals was set to 0.8 and coefficient γ to
0.9. All molecules were backed up to disk by the host stored to
disk every 20th iterations of the optimization procedure. A sin-
gle run with 1,000 iterations (restarted 10 times once every 100
iterations) took 74.2 min (SD 3.6%).

Optimization The 3D-similarity term Sim3D in the scoring
function seems to dominate the total score given the coefficients
of the weighted-sum approach described earlier (see Fig. 9. Yet,
the force field-based term E f f is essential for optimizing both
binding interactions and intraligand interactions. In fact, the 3D-
similarity to the target molecule decreases almost steadily dur-
ing optimization (Fig. 9, middle), while the force field-based term
(Fig. 9, top) decreases fast initially and fluctuates within a certain
range afterward. The medium w f f setup (red) displays the fastest
decrease in the total score of the fittest individual, while the set-
ting with the least w f f decreases to similar final values. On the
other hand, running the algorithm with higher w f f value (i.e., rely
more on binding energy) results in worse scores throughout. Sim-
ilarly, the overlapping volumes between the target structure and
the molecules generated increase fast initially and only change
marginally afterward (Fig. 10). The increasing volume overlap is
a direct effect of the 3D-similarity based scoring function term
Sim3D, which penalizes deviations of the generated molecule and
its binding mode from the target agonist. Taken together, the re-
sults indicate that the size of the population predetermines the
amount of search space to be sampled and thus has a direct ef-
fect on the quality of the solutions found. Hence, the larger the
number of individuals which can exchange genetic material, the
faster the decrease in total scores. But these enlarged populations
are associated with an increase in CPU time, which might offset
the overall improvement. This gives rational to utilizing GPU for
such a problem as assigning a thread per individual gives a vir-
tual unbound limit on the population size. However, the challenge
would be optimizing and tuning the GPU kernel to achieve high
efficiency for a problem that is not naturally SIMT aligned.

Molecules designed by the algorithm Several of the 100 gen-
erated molecules with the most favorable S total when compared
with the crystal structure of LXR in the complex with the hete-
rocyclic phenylacetic agonist shows that the generated molecules
include key motifs of the target structure, e.g., the two ring sys-
tems joined by a linker (Table 1, compound 2). Compounds
generated by the algorithm in Table 1 are a consequence of the
enforced 3D-structural diversity within populations during opti-
mization. Analysis of the existence of the generated molecules
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Fig. 9 Evolution of the scoring function terms and the total score of the best individual in each weight
setting. The values at each iteration step were averaged over 10 runs. The bold lines are averages,
while the thin blue lines are the standard deviation of the run with the least w f f .

Table 1 Molecules with favorable score S total generated in the 10 runs with w f f = 0.02.

in the ZINC library [15] reveals that eight out of 1,809 gener-
ated molecules are commercially available. Additionally, 586
molecules with a scaffold identical to one of the eight compounds

shown in Table 1 are retrieved from the ZINC library by perform-
ing a substructure search with DAIM [16] in Table 2. To search
the ZINC database for structures with identical scaffolds, first
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the generated structures with favorable scoring were decomposed
into fragments by DAIM. The 1,640 molecules which yielded at
least three fragments upon decomposition with DAIM were re-
docked into the rigid protein binding site. These molecules were
first minimized in the absence of the protein to remove any con-
formational bias introduced by the algorithm. The fragments ob-
tained by decomposition with DAIM were then minimized after
updating the partial charges and atom types and docked into the
receptor binding site with SEED.

Details of the predicted binding mode for Table 1, compound

Fig. 10 Evolution of the volume overlap between the crystallographic ag-
onist and the molecules produced by our algorithm. Every 20th
iteration step the volume overlap is averaged over all individuals
and all 10 runs. The thin blue lines are the standard deviation of
the run with the least w f f setting. The volume of the minimized
crystallographic agonist (338.37 Å3) is shown in green.

Table 2 Average and median of DAIM-fingerprint entries of the ZINC
library.

Fig. 11 Details of the predicted binding mode for the phenyl acetic acid based strucutre (left).
The chemical structure is shown on the right.

7 are shown in Fig. 11.
Speedups For comparison, we refrained from compar-

ing the performance with serial implementations as GPU-
implementation literature usually do. This is because compar-
ing excessively large problems to serial implementations cause
an expected inflation of speedup which does not give a realis-
tic measure of the impact of GPUs. The environment for com-
parison is as follows: a) a mini cluster of 16 nodes with AMD
Opteron 2.6 GHz Dual Core 64 bit processors and 2 GB RAM for
each node, the system also has 2 dedicated servers each having
a Xeon 2.8 GHz Quadcore with 2 GB RAM. Therefore perfor-
mance of GPU is compared to a system having 40 cores. The MPI
communication library used is MPICH2, 1.2.1. b) OpenMP [14]
based parallel implementation over Intel i7 920@2.67 GHz CPU
(4 cores/8 threads) with 4 GB memory. All the implementations
are optimized for the hardware they are running on. Moreover,
for all the implementations we are using the compiler directives
to maximize the execution speed. Five different implementations
used to obtain the results are shown in Table 3.

Table 4 shows the average execution time required and the
standard deviation for generating structures with scaffolds iden-
tical to the compounds in Table 1 over different kinds of parallel
architectures. It is clear from the table that we get a significant re-
duction in the execution time when we implement the algorithm
over the GPU. Note that the results are for double precision. Sin-
gle precision would almost double the speed for the GPU, yet it
was avoided to avoid compromising the output quality.

The speedups as compared with other parallel implementa-

Table 3 Different implementations used to obtain the results.

Pcls Parallel implementation over a cluster of 40 cores
Pduo OpenMP based parallel implementation over

Intel R© CoreTM2 Duo E8600@3.33 GHz CPU
(2 cores/2 threads) with 4 GB of memory.

Pu sparc OpenMP based parallel implementation over Sun
Ultra Sparc T2 1.16 GHz CPU (8 cores/64 threads),
16 GB memory.

Pi7 OpenMP based parallel implementation over
Intel i7 2.67 GHz CPU (4 cores/8 threads)
with 4 GB memory.

Pgpu Implementation of the proposed algorithm over
nVidia C2050 GPU.
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Table 4 Average execution time required for generating structures with scaffolds identical to the eight
compounds in Table 1. All the results shown in this table are an average of 10 independent runs.

Fig. 12 Speedups achieved in double precision implementation over nVidia
Fermi GPU as compared with different parallel implementations.

tions over are shown in Fig. 12. Even comparing our results with
state-of-the-art processors like Intel Core i7 2.67 GHz 4 cores/8
threads, Sun Ultra Sparc 1.167 GHz 8 cores/64 threads and a 40
core mini-cluster yielded a maximum speedup of up to 12x, 8x
and 6x respectively. These results clearly show the significance
of using GPUs in the area combinatorial drug design.

4. Conclusion

This paper presented a system for fragment-based De novo lig-
and design. A combination of an evolutionary algorithm (BOA)
and tabu search is used for the simultaneous optimization of force
field energy and 3D similarity to known agonist(s). Therefore,
the design is both binding site-based and ligand-based. Impor-
tantly, the relative importance of these two driving forces can be
modulated by the user. Due to the proven high computational
cost needed to run simulations for complex structures, the entire
system was implemented to run over GPU (nVidia’s Tesla archi-
tecture) in an attempt to accelerate the performance on the GPU
instead of high cost of conventional clusters.

In an application to the liver x receptors (LXRs), 1,809
molecules were generated by the algorithm within the ATP-
binding site in less than 16 h on a Tesla C2050 using a library
of 14,000 fragments with up to three rotatable bonds. Notably,
molecules similar to those generated by the algorithm are com-
mercially available providing further evidence of the usefulness
of the proposed system for De novo drug design. The algorithm
can generate molecules similar to known LXR agonists. Impor-
tantly, by enforcing diversity throughout the optimization and by
using a 3D-similarity-based scoring function term Sim3D, which
does not rely on a covalent structure of the compared molecules,
scaffold or linker hopping was observed, retaining the common
binding motifs of known LXR agonists. Because a large variety

of ATP-binding site agonists of LXR form hydrogen bonds with
the hinge region, in the present application of the algorithm, the
3D-similarity to the binding mode of a known agonist of LXR
was enforced (using Sim3D).
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