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Abstract: Exact string matching is the problem of finding all occurrences of a pattern P in a text 7. The problem is
well-known and many sophisticated algorithms have been proposed. Some fast exact string matching algorithms have
been described since the 80's (e.g., the Boyer-Moore algorithm and its simplified version the Boyer-Moore-Horspool
algorithm). They have been regarded as the standard benchmarks for the practical exact string search literature. In this
paper, we propose two algorithms MSBM (Max-Shift BM) and MSH (Max-Shift BMH) both based on the combina-
tion of the bad-character rule of the right-most character used in the Boyer-Moore-Horspool algorithm, the extended
bad-character rule and the good-suffix rule used in the Gusfield algorithm, which is a modification of the Boyer-Moore
algorithm. Only a small extra space and preprocessing time are needed with respect to the BM and BMH algorithms.
Nonetheless, empirical results on different data (DNA, Protein and Text Web) with different pattern lengths show that
both MSBM and MSH are very fast in practice. MSBM algorithm usually won against other algorithms.
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1. Introduction

Exact string matching problem consists in finding all occur-
rences of a string P (generally called Pattern) of length m within
a larger string T (called Text) of length n. There are different
ways to scan the text 7 in order to find occurrences of P. Ac-
cording to the survey of Charras and Lecroq [11], we can classify
exact string-matching algorithms into four categories From Left-
to-Right, From Right-to-Left, In a specific order and In any order.
However, the last category (i.e., In any order) can also be consid-
ered as a subcategory of the second one (i.e., From Right-to-Left).
We redescribe and summarize these categories as follows:

Forward Orientation (Left-to-Right): One way is to scan the
text by moving forward and comparing characters of the pattern P
to characters of the text 7. Several algorithms use this idea such
as: the Brute Force algorithm, Knuth-Morris-Pratt algorithm [12]
which was the first linear-time algorithm that tackles this prob-
lem, the Apostolico-Crochemore algorithm [16] and the Forward
Dawg Matching algorithm [17] that builds a suffix automaton of
the pattern as a scanning strategy.

Backward Orientation (Right-to-Left): The idea is very sim-
ple: instead of comparing characters by moving from left to right
(Forward Orientation), we can compare them starting from the
opposite side (Right-to-Left). This category has led to creat-
ing very sophisticated and fast algorithms after the publication
of the algorithm of Boyer and Moore in 1977[8]. The origi-
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nal Boyer-Moore algorithm uses two shift functions: the bad-
character rule and the good-suffix rule. Since that time, several
variants of this algorithm and simplifications have been intro-
duced such as Horspool algorithm [7], Tuned Boyer-Moore of
Hume and Sunday, Quick Search by Sunday [5], [6], Turbo-BM
by Crochemore et al. [3], [5], the Smith algorithm [4] and Raita
algorithm [13]. Please refer to [11] for further information.

Specific Orientation: Such as partitioning the pattern into
two parts as shown in the algorithms of Colussi[18] and Galil-
Giancarlo[19]. The partitioning is done by first searching for
the right part of the pattern from left to right and then if no
mismatch occurs the search is done for the left part. There is
also another strategy in which the pattern character positions are
sorted according to their frequency and their leading shift respec-
tively [11].

In this paper, we introduce new variants of BM algorithm
which have not been reported previously. In order to acceler-
ate the search, another rule called the extended bad-character
rule [14] was added in addition to the bad-character rule and the
good-suffix rule [8]. By taking the maximum of these three rules,
we created new variants of BM and Horspool algorithms (we call
them MSBM and MSH algorithms respectively). The extended
bad-character rule has not been evaluated rigorously in the lit-
erature (according to our knowledge). The fact that we chose
the extended bad-character rule is because it allows larger shifts
than the normal bad-character rule especially when we deal with
small alphabet size such as DNA and protein. Yet, relying only
on the extended bad-character rule will not lead to an important
enhancement [14]. Experiments showed that incorporating these
rules all together gives a significant improvement upon previous
algorithms.
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The rest of this paper is organized as follows. Section 2 shows
a brief description of Boyer-Moore algorithm and related work is
given in Section 3. Section 4 describes our contribution by in-
troducing the Multi-Shift strategy and illustrating it by a small
example. In Section 5, two new variants of Boyer-Moore algo-
rithm and Horspool algorithm respectively are given respectively
by applying the Max-Shift rule. Then, Experimental results and
comparison are shown in Section 6.

In this paper, we consider the following terms :

o T: refers to the text.

e P: refers to the pattern,

e n = |T|size of the text,

e m = |P| size of the pattern.

e T1[i]: is the i-th character in the text T'.

o TYi...j]:is the substring of the text 7 starting from the i-th

character and ending at j-th character.

e S;orS[i...m— 1]: is the i-th pattern suffix.

e P;or P[0...i]: is the i-th pattern prefix.
All indices start at position 0 and end at position n—1 (of T) or
m— 1 (of P).

2. Brief Description of Boyer-Moore Algo-
rithm

The Boyer-Moore algorithm has been the standard benchmark
for the practical string search literature and the most efficient
string-matching algorithm in usual applications [5]. The charac-
ters of the pattern are scanned by the algorithm from right to left
beginning with the rightmost one. When there is a match of the
whole pattern or a mismatch, it uses two pre-computed functions
to shift the window to the right. These two shift functions are
called the good-suffix rule and the bad-character rule: “Assume
that a mismatch occurs between the character P[i] = a of the pat-
tern and the character T'[i + j] = b of the text during an attempt
at position j. Then, Pli+1...m—-1]=T[i+j+1...j+m—1]
and P[i] # T[i + j]. The bad-character shift consists in align-
ing the text character T'[i + j] with its rightmost occurrence in
P[0...m —=2]. If T[i + j] does not occur in the pattern P, no oc-
currence of P in T can include T[i + j], and the left end of the
window is aligned with the character immediately after T[i + j],
namely T'[i + j + 1]. The good-suffix shift consists in aligning
the segment 7[i + j+1...j+m—1] = Pli+ 1...m — 1] with
its rightmost occurrence in P which is preceded by a character
different from P[i]. If there exists no such segment, the shift con-
sists in aligning the longest suffix of T[i + j+ 1...j +m — 1]
with a matching prefix of P. Note that the bad-character shift can
be negative, thus for shifting the window, the Boyer-Moore al-
gorithm applies the maximum between the good-suffix shift and
bad-character shift” as explained in Ref. [8].

3. Related Work

Since Quick Search algorithm [6], [11] scans the text with the
bad-character rule; it is slightly similar to the Horspool algorithm
whereas the only difference is the choice of rightmost character.
Horspool [7] uses the text character (say 7' [k + m — 1]) that corre-
sponds to the rightmost character of the pattern (say P[m —1]) for
calculation. Sunday [6] noticed that the text character T'[k + m]
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just next to the rightmost text character can be involved too and
then it could become useful for the bad-character shift. Another
improvement was done by Smith [4] when he noticed that Quick
Search algorithm gives sometimes shorter shift than that of the
rightmost text character, he suggested the maximum of the two
shifts.

The preprocessing algorithm for the bad-character algorithm
runs in O(m) time and requires O(|Z|) space [7], [8], [11]. The ex-
tended bad-character rule was mentioned in Ref. [14] by Gusfield.
He discussed the matter of using the extended bad-character rule
in the Boyer-Moore algorithm. In our paper, however, for creat-
ing our algorithm MSH we are combining the benefit of two rules:
the extended bad-character and the simple bad-character of the
rightmost character of the pattern (as in Horspool algorithm). In
addition, the good-suffix rule will be used with latter rules in order
to create our second algorithm MSBM. Several experiments and
comparisons have been done for exact string algorithms, for fur-
ther information on the subject we refer to Refs. [1], [2], [5], [11].

4. The Multi-Shift Algorithm

4.1 The Extended Bad-character Rule

The extended bad-character rule can be defined as follows:
“When a mismatch occurs at position i of P and the mismatched
character in 7 is a, then shift P to the right so that the closest a to
the left of position i in P is below the mismatched a in 77 [14].

4.2 Description of the Overall Algorithm

Boyer and Moore proposed to use two shift functions: the
good-suffix rule and the bad-character rule [8], whereas Horspool
suggested a simplified variant by using only the bad-character
rule [7]. In the Horspool algorithm, computing shifts by the right-
most character of the pattern led to an efficient algorithm in prac-
tice. However, relying on the rightmost character of the pattern
alone does not yield larger shifts in all cases especially when we
deal with small alphabet size such as DNA or Protein data. For
instance, consider the case when a mismatch occurs between the
character P[i] of the pattern and the character T'[k + i] of the text
during an iteration k. Thus, suffix P[i + 1...m — 1] of the pattern
and factor Tk +i+ 1...k + m — 1] of the text are matched. Let
dy-1 = BadShift(T[k + m — 1]) and d; = BadShift(T [k + i]), that
is, the bad-character rule of the rightmost character P[m — 1] =
Tk +m—1] and that of the i-th position of P where the mismatch
occurred respectively. There are two cases here: if d; > d,,—; we
shift by d;, otherwise we shift by d,,_;. To sum up, we shift by
max(d,,_,d;).

Note: Readers should notice that d; refers to the shift by the
rightmost character of the prefix P[0...{] (i.e., P[i]).

4.3 Example

Consider the text ¥ = GCATCGCGGAGAGTATACAGTACG
and the pattern X = GCGGAGAG. The example was taken from
Ref. [11], but it is modified from its original form. Table 1 shows
that we gain two iterations by applying the Max-Shift rule in this
small example. It could be concluded that if the Max-Shift rule is
applied on a large text, more iterations will be skipped and there-
fore makes much contribution to the overall speed.
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Table 1 Bad-character rule vs. extended bad-character rule vs. Max-Shift rule.

Step

Bad-character rule = d,,_;

Extended Bad-character rule = d;

Max-Shift rule = max(d;, d,,—;)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 2)

GCATCGCGGAGAGTATACAGTACG
GCGGAGAG (shift by 5)

GCATCGCGGAGAGAATACAGTACG

GCGGAGAG (shift by 5)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGTATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 2)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 2)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 2)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 8)

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 1)

GCATCGCGGAGAGAATACAGTACG

GCATCGCGGAGAGAATACAGTACG

GCGGAGAG (shift by 8) (shift by 5) GCGGAGAG

GCATCGCGGAGAGAATACAGTACG
GCGGAGAG (shift by 8)

GCATCGCGGAGAGAATACAGTACG

(shift by 5) GCGGAGAG

GCATCGCGGAGAGAATACAGTACG
(shift by 2) GCGGAGAG

4.4 Computation

The basic bad-character rule of the Horspool algorithm and the
extended bad-character rule are given below. Since the BC-Shift
(Bad-Character-Shift) algorithm computes shifts of the rightmost

Algorithm: BC-Shift( P, ASIZE, Bc[ ] )

Output: Integer Be[ASIZE];

String P; //Pattern
Integer m = |P|;  //Pattern Size
Integer ASIZE;  //Alphabet Size
Begin

fromi= 0to ASIZE-1 do //nitialization

Bcli] = m;

from i = 0 to m-2 do
Be[P[i]] = m-1-i;
End.

Procedure suffixes(X, suff[])
Integer f,g,i;
Integer m = |X|;
Begin
sufffm-1] = m;
g=m-1;
for i = m-2 downto 0
begin

ifi > g and suffli+m-1-f] < i-g then

sufffi] = sufffi+m-1-f];

//Computation

Algorithm: Ext-Shift( P, ASIZE, MsBc[ ][] )
Output: Integer MsBc[m][ASIZE];

String P;
Integer m = |P|;
Integer ASIZE;
Begin

from i = 0to m-1do /Initialization
from j = 0 to ASIZE-1 do
MsBcli][j] = m-i;
from i = 0 to m-2 do //Computation
from j = 0 to m-2-i do
MsBce[iJ[P[j]] = m-1-i;

End.

Procedure preBmGs(X, bmGs[])

Integer m = |X|;
Integer ij,suffim];
Begin

suffixes( X, suff);

fori=0tom-1do
bmGs[i] = m;

j=0

fori = m-1 downto -1 do
ifi= -1 or sufffi] = i+1

else begin

begin while j < m-1-i do
ifi<gtheng=i begin
f=i if bmGs[j] = m then
while g >= 0 and X[g] = X[g+m-1-f] do bmGs[j] = m-1-i;

g=g-1 J=ir1;

sufffi] = f-g; end

end end

end fori=0to m-2 do
End. bmGs[m-1-sufffi]] = m-1-i;
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End.

character of the pattern P, Ext-Shift generalizes this idea by com-
puting the shifts of the rightmost characters of all prefixes of the
pattern. Hence, we can conclude that the Ext-Shift algorithm is
a generalization of the BC-Shift algorithm. The matrix MsBc is a
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Algorithm MSH( String P, String T)

Integer m = |P); //Pattern size
Integer n = |T); /Text size
Integer j,di,dm; //Counter and helpers

Integer MsBc[m][ASIZE]; //Max-Shift Matrix

Begin
//Preprocessing
ExtShift(P, ASIZE, MsBc);
//Searching
j=0
while j <= n-m do
begin
if P[m-1] = T[j+m-1] then
begin
i=m-2;
while i >= 0 and T[j+i] = P[i] do i = i-1;
ifi < 0then
begin
OUTPUT(j);
J = j*MsBe[O][T[j*m-1]I;
end
else
begin
di = MsBc[m-1-iJ[T[j+i]];
dm = MsBc[0][T[j+m-1]];
j = j#MAX(di,dm);
end
end
else  j=j+MsBc[0][T[j+m-1]];
end
End.

vector of m arrays of Bc.

The good-suffix algorithm is also given below in order to let ev-
erything ready for programmers. The following implementations
are taken from Ref. [11]. The procedure preBmGs() computes the
good-suffix rules which will be used in the MSBM algorithm.

5. MSH and MSBM Algorithms

5.1 MSH Algorithm

By combining the bad-character rule and the extended bad-
character rule in the Horspool algorithm, we create a new vari-
ant of it named Max-Shift-Horspool (MSH) algorithm. For every
mismatch i, we shift by the maximum of the bad-character rule
of the rightmost character of P and the bad-character rule of the
rightmost character of the prefix P; of P. The modified part of
Horspool algorithm consists in changing the shift instructions to
adapt this idea.

In case the rightmost character P[m — 1] of the pattern P is not
equal to its corresponding character ¢ = T[j+m— 1] in the text T,
we shift by the bad-character rule of the rightmost character of P
which is represented by MsBc[O][T[j + m — 1]]. The same thing
will be applied in case we find an occurrence of P in 7. In this
case, we also shift by the bad-character rule of the rightmost char-
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Algorithm MSBM( String P, String T )
Integerm = |P|, n = |T;

Integer j,di,dm;

Char c; //Auxiliary Character
Integer bmGs[m]; //Suffixes Array
Integer MsBc[m][ASIZE]; //Max-Shift Matrix
Begin

preBmGs(P,bmGs);  //Preprocessing
ExtShift(P, ASIZE, MsBc);
//Searching
j=0
while j <= n-m do
begin
¢ = T[j+m-1];
if P[m-1] = ¢ then
begin
i=m-2
while i >= 0 and T[j+i] = Pfildo i=i-1;
ifi < 0then
begin
OUTPUT(j);
j = j+max(bmGs[0],MsBc[0][c]);
end
else
begin
di = MsBc[m-1-iJ[T[j+i]];
dm = MsBc[0][c];
j = jrmax(bmGs[i],dm,di);
end
end
else j = jtmax(bmGs[m-1],MsBc[0][c]);
end
End.

acter of P (i.e., MsBc[O][T[j+m—1]]). Otherwise, if the compar-
ison stops at i > 0, we shift by the maximum of the bad-character
rule of the rightmost character of P (i.e., MsBc[O][T[j + m — 1]])
and the bad-character rule of the rightmost character of the prefix
P; = P[0...i] (G.e., MsBc[m — 1 —i][T[] + i]]).

Note: Each prefix P; of P(O < i < m) is characterized by the
array MsBc[m — 1 —i].

5.2 MSBM Algorithm

We apply the same adaptation to the Boyer-Moore algorithm to
get a new variant called Max-Shift-Boyer-Moore (MSBM) algo-
rithm. Since the Boyer-Moore algorithm uses two shift functions:
the bad-character rule and the good-suffix rule, we will combine
them with the extended bad-character rule, then we shift by the
maximum of all of them.

It is known that Horspool algorithm is a simplified version of
the original Boyer-Moore algorithm that consists in using the bad-
character rule alone. However, by experiments, we noticed that
combining all shifting rules gives significant results compared to
BM and Horspool algorithms. This combination has proven a
very reasonable speed increase over the overall algorithm.

In the case where the rightmost character P[m — 1] of the pat-
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Table 2 Different data used for the test.

Alphabet size Type of data Size of Data (MB)
Small =7 DNA (FASTA file) [15] 4933
Medium = 27 Protein (Fasta file) [10] 234.6
Big = 65536 Text Web (Wikipedia XML file) [9] 148.6
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Fig.1 Searching times in milliseconds for DNA.

tern P is not equal to its corresponding character ¢ = T[j+m —1]
in the text 7, we shift by the maximum of the good-suffix rule
bmGs[m— 1] and the bad-character rule of the rightmost character
of P which is represented by MsBc[0][c]. The same thing could
be done when an occurrence of P is found in T'; we shift by the
maximum of the bad-character rule of the rightmost character of
P (i.e., MsBc[0][c]) and the good-suffix rule bmGs[0]. If the com-
parison stops at i > 0, in this case we shift by the maximum of
three values: 1) the bad-character rule of the rightmost character
of P (i.e., MsBc[0][c]), 2) the bad-character rule of the rightmost
character of the prefix P; = P[0...i] (i.e., MsBc[m — 1 —i][T[j+
i]]), and 3) the good-suffix rule bmGsli]. Note that each suffix S;
of P(0 < i < m) is characterized by the array bmGsl[i].

6. Experimental Result and Comparison

6.1 Data and Algorithms Chosen

Smith, Zhu-Takaoka[20], Berry-Ravindran[21], BM, Hor-
spool, Turbo-BM and Quick Search were the chosen algorithms
for making a clear comparison against MSH and MSBM algo-
rithms. In spite of the absence of the extended bad-character rule
implementation in Ref. [14] we attempted to adapt it in the Boyer-
Moor algorithm as it was mentioned by Gusfield (we will refer to
it as the “Gusfield Algorithm™). All the mentioned algorithms
were implemented in C language. The pattern P and the text T
are loaded into memory before computation and timing started.
Concerning the various data chosen for the test, we considered
three kinds of data depending on the size of the alphabet.

The different algorithms were executed using Intel(R)
Core(TM) i7 CPU speed 2.93GHz, 12GB RAM, and Kernel
Linux 2.6.32-64-generic operating system. All algorithms were
compiled by GCC compiler of the Qt Creator 1.3.1 (based on Qt
4.6.2 “64bit”). BM, Horspool (BMH), Turbo-BM (TBM) and
Quick Search (QS) algorithms were implemented as described
in Ref.[11] with some modifications we did for generalizing
algorithms’ input and output and also to speed-up some parts of
their implementations.

Pattern length ranges from 4 to 954 characters for protein data
and DNA data, and from 4 to 200 characters for text web data.
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In fact, we are dealing with a reasonable and big size of data that
requires time to be uploaded and scanned.

The speed of our machine, in which we underwent the algo-
rithms, is very fast. Time was measured in millisecond unit,
which is a significant measurement unit for such machine. As
query patterns, we selected randomly 100 substrings from each of
the target text data; the mean of execution times for every pattern
is shown for each experiment. The execution includes the pre-
processing phase and searching phase. The preprocessing time
was very negligible for all algorithms except ZT and BR algo-
rithms that required a lot of execution time when dealing with a
big alphabet size.

6.2 Experiments on Small Alphabet Size (DNA Data)

The result of the execution time for DNA data is shown in
Fig.1 and Fig.2 MSBM achieved the best time when the pat-
tern length < 8 and the second best time when it is long enough
(> 954). ZT was the best algorithm when the pattern length
> 12 BM and Horspool algorithms achieved almost the same ex-
ecution times. BM was slightly faster than Horspool algorithm.
TBM was the slowest algorithm when the pattern length < 12
while Smith algorithm was the slowest when the pattern length
> 12 nucleotides. Concerning the case when the pattern is not
found in the data file, our algorithms MSBM and MSH achieved
the best execution time as shown in Fig. 2.
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6.3 Experiments on Medium Alphabet Size (Protein Data)

Fig. 3, Fig. 4 and Fig. 5 show the results for the search in a pro-
tein data file. Our algorithm MSBM usually won against other
algorithms. When the pattern length is 4 characters, MSBM
and QS achieved almost the same time and ZT algorithm won
when the pattern length > 100. BM and Horspool algorithms
again achieved almost the same execution time, while TBM was
the slowest algorithm compared to other algorithms. Besides,
MSBM achieved the best execution time when the pattern is not
found in the protein data file, while MSH and QS algorithms
achieved the second execution time as shown in Fig. 5.

6.4 Experiments on Big Alphabet Size (Text Web Data)

We considered a big alphabet size (65,535 Unicode letters). All
the algorithms did not behave unexpectedly except Zhu-Takaoka
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and Berry-Ravindran algorithms that could not fit in our memory
because of space limitation. This is due to their preprocessing
phase that runs in O(m + X?) time and space [11], [20], [21] such
that X is the alphabet size and m is the pattern length. Therefore,
we compared with other algorithms and the results for the text
web test are shown in Fig. 6, Fig.7 and Fig.8. Our algorithm
MSBM was the winner in most cases. However, it was slightly
slower for the long pattern length of 200 characters. There were
only a very few differences between BM, Gusfield, QS, Horspool
and MSH when the pattern length > 27. However, TBM was
again the slowest algorithm in most cases. On the other hand,
MSBM algorithm showed great performance and won against all
the other algorithms when the pattern is not found in the text file
as shown in Fig. 8.

7. Discussion

MSBM and MSH algorithms are variants of BM and Horspool
algorithms respectively. The searching time of MSBM and MSH
is also in O(m - n) time complexity, while the preprocessing phase
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is executed in O(m - [X]) time and space complexity. We may
say that the space complexity of our algorithms represents their
weaknesses although it is better than many other variants of BM
such as Zhu-Takaoka and Berry-Ravindran algorithms, The best
performance is O(n/m) of both algorithms.

8. Conclusion

Replacing the bad-character rule strategy by its generalized
version and applying the maximum of shift values (the Max-Shift
rule) gives a significant improvement over Boyer-Moore algo-
rithm and its different variants. According to our experiments,
MSBM algorithm surprisingly worked well in most cases and the
preprocessing phase did not affect the speed of the overall algo-
rithm.
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