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Evaluation of Lexicon Optimization based on 
Discriminative Learning 

 

Mijit Ablimit*†,  Tatsuya Kawahara*,  Askar Hamdulla† 
 
In agglutinative languages, selection of lexical unit is not obvious. Morpheme unit is 
usually adopted to ensure a sufficient coverage, but many morphemes are short, resulting 
in weak constraints and possible confusions.  In this paper, we propose a discriminative 
approach to select lexical entries which will directly contribute to ASR error reduction. 
We define an evaluation function for each word by a set of features and their weights, 
and the measure for optimization by the difference of WERs by the morpheme-based 
model and by the word-based model. Then, the weights of the features are learned by a 
perceptron algorithm. Finally, word (or sub-word) entries with higher evaluation scores 
are selected to be added to the lexicon. This method is successfully applied to an Uyghur 
large-vocabulary continuous speech recognition system, resulting in a significant 
reduction of WER and the lexicon size.  Further improvement is achieved by combining 
with a statistical method based on mutual information criterion. 

 

識別学習に基づく音声認識単語辞書の最適化

の評価 
 

アブリミテ・ミジテ*† 河原達也* ハムヅラ・アスカ† 
 
日本語やウイグル語のような膠着言語では、単語の単位の定義が自明でない。音
声認識の単位として形態素が一般的に用いられるが、多くの形態素が短いため、
制約として弱く、誤認識の原因になる。我々は、識別学習に基づいて、音声認識
誤りの削減に直結するような単語のエントリを選択する方法を提案している。本
手法では、各単語エントリに対して、素性の集合とそれらの重みからなる評価関
数、及び、形態素単位のモデルと単語単位のモデルの誤り率の差による誤分類尺
度を定義した上で、パーセプトロン学習によって素性の重みを学習する。その上
で、評価関数の値の高い単語もしくはサブワードのエントリを辞書に追加する。
本手法をウイグル語の大語彙連続音声認識システムに適用し、(1)有効な素性、(2) 
サブワードエントリの効果、に関して評価を行った。さらに、従来の頻度や相互
情報量に基づく手法と比較した上で、それらとの組み合わせも検討した。 

 

1. INTRODUCTION  

In agglutinative languages, selection of lexical unit is not obvious and one of the important 
issues in designing language model for automatic speech recognition (ASR). There is a 
trade-off between word unit and morpheme unit; generally the word unit provides better 
linguistic constraint, but increases the vocabulary size explosively, causing OOV 
(out-of-vocabulary) and data sparseness problems in language modeling.  Therefore, the 
morpheme unit is conventionally adopted in many agglutinative languages, such as Japanese 
[1], Korean [5], and Turkish [9].  However, most of morphemes are short, often consisting of 
one or two phonemes, thus they are more likely to be confused in ASR than the word unit.  
The goal of this study is to incorporate effective word (or sub-word) entries selectively while 
maintaining the high coverage of the morpheme unit. 

There are a number of previous works addressed on this problem, and many of them are 
based on statistical measures, such as co-occurrence frequency, mutual information, and 
likelihood [4]-[9]. However, these criteria are not directly related to word error rate (WER). 

In this paper, we propose a discriminative approach to select word (or sub-word) entries 
which are likely to reduce WER.  It is realized by aligning and comparing the ASR results by 
the morpheme-based model with those by the word-based model. We describe each word by a 
set of features, and define an evaluation function with their weights. Then, the weights are 
learned to select “critical” word entries. This learning mechanism, which leads to reduction of 
WER, is applicable to any unseen words, or even sub-words. 

The proposed method is applied to and evaluated in a large-vocabulary Uyghur ASR system. 
Several features are investigated and compared in terms of WER and the lexicon size.  
Moreover, the method is compared and combined with a statistical method based on mutual 
information. Although there are a number of works on discriminative learning for language 
models such as n-gram [10]-[12], there is no prior work on the use of discriminative learning 
for lexicon optimization 

2. CORPUS AND BASELINE SYSTEM 

We have developed an Uyghur-language large-vocabulary continuous speech recognition 
(LVCSR) system [2]. Uyghur belongs to the Turkish language family of the Altaic language 
system. The morpheme structure of Uyghur words is “prefix + stem + suffix1 + suffix2 +…”.  
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Table 1. Statistics of speech corpus 

corpus sentences persons total utterances time (hour) 

training 13.7K 353 62K 158.6 
test 550 23 1468 2.4 

 

Table 2. ASR results for different baseline units 

models 
WER (%) lexicon size 

Cutoff-2 Cutoff-5 Cutoff-2 Cutoff-5 
morph. 3-gram 28.96 29.17 

55.2K 27.4K 
morph. 4-gram 27.92 28.11 
word 3-gram 25.77 26.64 

229.8K 108.1K 
word 4-gram 25.93 27.05 

 

A root (or stem) is followed by zero to many (at longest 10 or more) suffixes. In this work, 
108 suffix types are defined according to their syntactic and semantic functions, which have 
305 surface forms. A few words have a (only one) prefix preceding a stem; seven kinds of 
prefixes are considered. 

For language modeling, a text corpus of 630K sentences is collected over general topics 
from newspaper articles, novels, and science textbooks. The sentences are segmented into 
morpheme and word units by our morphological analyzer [3]. A speech corpus of general 
topics is prepared to build an acoustic model of Uyghur. This corpus is also used as the 
training data set for lexical optimization addressed in this work. A held-out test data set is 
prepared from reading of newspaper articles.  Specifications of the data sets are summarized 
in Table 1. 

Two different lexical units (word and morpheme) are used to build n-gram (3-gram and 
4-gram) language models, and their ASR performance is compared in Table 2. The cutoff 
threshold also controls the lexicon size and ASR performance. Cutoff-F means that units with 
frequency less than F times are disregarded and treated as unknown. It is observed that the 
word-based model outperforms the morpheme-based models with a much bigger lexicon size. 
However, note that to have low OOV and a reliable language model with the word unit, a very 
large training data set is needed. Otherwise, the ASR performance would be degraded very 
much. This property is not good for applying ASR to various domains. On the other hand, the 
morpheme-based model is benefited from a much smaller vocabulary size, thus 4-gram 

language model performs better than the 3-gram model. In the following experiments, we use 
the morpheme 4-gram model with cutoff-5 as a baseline as the difference from the cutoff-2 
case is not statistically significant. 

3. DISCRIMINATIVE LEARNING FOR LEXICON OPTIMIZATION 

The proposed discriminative approach to lexicon optimization is realized by comparing the 
ASR results by the morpheme-based model and those by the word-based model. The results 
are aligned by word with corresponding morpheme sequences. We assume each word is 
composed of one or more morphemes, and morpheme units do not cross word boundaries. 

In majority of the differences between these two ASR results, the word-based model gives 
correct hypotheses while the morpheme-based model does not, as suggested by the result of 
Table 2. A naïve method would be to pick up these “critical” word entries to be added to the 
lexicon. When conducted in the closed test-set, it would result in a drastic improvement in 
ASR. However, the method heavily depends on the training data set since it can select only 
entries observed there, and thus does not have a generality. 

 
3.1 Evaluation Function of Words with Lexical Features 
In this work, we formulate a generalized scheme by introducing a set of lexical features. 

Each word w is described by a set of features of the constitute morphemesФ𝑠(𝑤) (𝑤 =
𝑚1𝑚2 …). We assume that they are binary (1 for true, 0 for otherwise).  Then, we define an 
evaluation function as a linear weighted sum of the features. 

𝑓(𝑤) = �Ф𝑠(𝑤) 𝛼𝑠 =
𝑠

Ф(𝑤) 𝜶 

Here, 𝛼𝑠 is a weight for the feature Ф𝑠(𝑤). The above function indicates the potential 
importance of the word to be included in the lexicon, or how likely WER will be reduced by 
adding this word entry. Note that this function can be computed for any words or even 
sub-words consisting of morpheme sequences, so that we can select effective entries which 
would not be correctly recognized by the morpheme-based model. 

 
3.2 Weight Estimation with Discriminative Learning 
The values of the weights 𝜶 = {𝛼𝑠} are estimated based on discriminative learning using 

the training data set.  In this work, we adopt a simple perceptron algorithm [12], since the 
evaluation function is linear. The standard sigmoid function is introduced to map the above 
evaluation score to the 0-1 range. 

Vol.2011-SLP-89 No.2
2011/12/19



情報処理学会研究報告 
IPSJ SIG Technical Report 

 3 ⓒ2011 Information Processing Society of Japan 
 

𝑔(𝑤) =
1

1 + 𝑒−f(w) 

𝑔′(𝑤)|𝑓(𝑤) = 𝑔(𝑤)(1 − 𝑔(𝑤)) 

The desired output 𝑑(𝑤) is defined as binary, corresponding to the CRITICAL_CASE in 
which the word-based model outputs the correct hypothesis while the morpheme-based model 
does not. 

𝑑(𝑤) =  �   1    if  CRITICAL_CASE is true 
0    otherwise                           

� 

Then, the weight vector is updated as: 
 

𝜶 = 𝜶 + 𝜂 𝑔′(𝑤)(𝑑(𝑤) − 𝑔(𝑤))Ф(𝑤) 
 

The learning rate parameter 𝜂   is adjusted at every iteration to prevent excessive 
fluctuation. Here we simply reduce it by a factor of 10. This learning converges in several 
iterations, and we terminate at the third iteration in the experiments. 

 
3.3 Filtering Training Samples 
The simple perceptron algorithm is not robust against noisy or outlier samples. Thus, we 

introduce filtering so that only reliable samples are fed to the training. Specifically, we 
selectively use the samples whose frequency of the error pattern is more than 𝑁 times over 
the entire training data set. 

4. LEXICAL FEATURES 

In this Section, we list the lexical features considered in this work. 
 

4.1 Word ID 
This corresponds to a naïve method which matches only word entries. It also makes a 

constant feature for all word entries, i.e. always becomes 1. 

Фword(𝑤)= � 1  if 𝑤=𝑤𝑜𝑟𝑑 
  0   otherwise    

� 

 
4.2 Morpheme Length 
Short units are easily confused in ASR and they are very frequent. Actually, there are many 

suffixes consisting of only one or two phonemes. Confusion in short morphemes can be 
reduced by merging and making them longer. The feature counts the length of the constitute 

morphemes. 

Фlength(𝑤) = �1  if 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑚𝑖 ≤ 2 
0   otherwise                  

� 

 
4.3 Morpheme n-gram 
Here, we focus on typical morpheme entries and their bigram patterns. A specific weight 

𝛼 is estimated for every unigram or bigram entry. 

Фunigram(𝑤)= �1  if 𝑚𝑜𝑟𝑝ℎ.𝑚𝑖 𝑒𝑥𝑖𝑠𝑡𝑠 𝑖𝑛 𝑤  
0  otherwise                             

� 

 

Фbigram(𝑤) =  �1  if 𝑚𝑜𝑟𝑝ℎ. 𝑏𝑖𝑔𝑟𝑎𝑚 �𝑚𝑖 𝑚𝑗� 𝑒𝑥𝑖𝑠𝑡𝑠 𝑖𝑛 𝑤  
0  otherwise                                                        

� 

 
4.4 Morpheme Attributes 
We also categorize morphemes into stems and word-endings which are a sequence of 

suffixes. 

Фstem(𝑤) = �1  if 𝑠𝑡𝑒𝑚 𝑒𝑥𝑖𝑠𝑡𝑠 𝑖𝑛 𝑤 
0   otherwise              

� 

 

Фword-ending(𝑤)= �1 if 𝑤𝑜𝑟𝑑 − 𝑒𝑛𝑑𝑖𝑛𝑔 𝑒𝑥𝑖𝑠𝑡𝑠 𝑖𝑛 𝑤 
0   otherwise                                    

� 

5. LEXICON DESIGN 

These features are then generalized to all words in the text corpus for language model 
training. We calculate the evaluation score 𝑓(𝑤) for the morpheme sequence of every word. 
If the value is larger than the threshold of 0.5 (or 𝑔(𝑤) ≈ 1), then the word entry 𝑤 is added 
to the lexicon. 

Furthermore, the method can be applied to sub-words, which are composed of morpheme 
sequences within a word, except for the word ID feature. Specifically, we try to search for 
sub-word entries that satisfy the lexical features and 𝑓(𝑤) > 0.5.  The search is exhaustively 
done from the beginning of all words by concatenating the following morphemes while the 
condition is met. If the condition is not met, the search is re-started there. 

For comparison, we also investigate the data-driven methods based on the following 
statistical measures. 
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5.1.1 Co-occurrence frequency 
A simple model based on statistical co-occurrence is built by merging the frequent 

morpheme sequences (FMS). Specifically, we count the morpheme bigram co-occurrence 

frequency 𝐶�𝑚𝑖  𝑚𝑗�, and concatenate them if the frequency is higher than a threshold. The 

concatenation process is repeated to a sequence of morphemes, just like the sub-word model 
described above, except that the concatenation can be made even across word boundaries. 
 

5.1.2 Mutual information 
Another statistical measure is mutual information (MI) [4]. It is calculated as a geometrical 

mean of forward and reverse bigrams as below. The concatenation process is same as the case 
of the co-occurrence frequency. 

𝑀𝐼�𝑚𝑖  𝑚𝑗� = �Pf(𝑚𝑖|𝑚𝑗)Pr�𝑚𝑗|𝑚𝑖� =  
P(𝑚𝑖  ,𝑚𝑗)

�P(𝑚𝑖)P(𝑚𝑗)
 

6. EXPERIMENTAL EVALUATION 

The method has been implemented and applied to our Uyghur LVCSR system described in 
Section 2. The data set for acoustic model training is used for the proposed discriminative 
learning of lexical entry selection, and the same test set as in Section 2 is used for evaluation. 
Once the lexicon is prepared by adding the word or sub-word entries, 4-gram language model 
is trained again, and the entire test data are decoded again using the new model. 

First, we investigate the effect of sample filtering described in Section 3.3.  WERs 
obtained by changing the threshold (𝑁) values are listed in Table 3. We can see that 
removing outlier samples of only one occurrence is effective, and the accuracy is 
stable unless we disregard too many samples ( 1 ≤ 𝑁 ≤ 4 ). In the following 
experiments, we use 𝑁 = 2. 

The effect of individual features listed in Section 4 is compared in the proposed 
scheme in Table 4. Although the length feature alone is not so effective because of its 
simplicity, all other features lead to significant improvement from the baseline 
morpheme model (WER=28.11%), and the accuracy is comparable to the best 
word-based model with Cutoff-2 (the WER difference among these methods are not 
statistically significant). Note that the lexicon size of the enhanced morpheme-based 
model is much smaller than the word-based model (230K with Cutoff-2), and still 
expected to give a broad coverage. Combinations of these features are also explored, 
but little additional gain is obtained due to the redundancy of these features. 

We also generate a sub-word lexicon by using the morpheme n-gram features. The result in 
Table 5 shows that this method reduces both WER and the lexicon size significantly. The 
bigram-based sub-word model outperforms the best word-based model in accuracy with the 
lexicon size of one fourth. 

Then, this method is compared with the two conventional statistical models: FMS (frequent 
morpheme sequence) and MI (mutual information). Note that these methods including the 
proposed bigram-based model concatenate a sequence of morphemes, but the criterion of the 
concatenation is different. The results by varying respective threshold values are listed in 
Tables 6 and 7. It is observed that our proposed method is slightly better than the best results 
by these methods. Moreover, the tuning of the threshold values for these methods are not so 
straight-forward, depending on the task and database, while our proposed method does not 
have any sensitive parameters. 

Finally, we investigate the combination of the proposed method with the statistical method. 
Here, we adopt a tandem approach; first apply the proposed discriminative method, and then 
the best MI-based method.  Lexicon entries are added by each step. The results are 
summarized in Table 8.  The simple combination results in drastic improvement in accuracy, 
1% absolute compared with the best word-based model. The result shows the discriminative 
model has a synergetic effect with the statistical model. 

 
 

Table 3. Effect of sample filtering threshold (WER %) 
threshold N=0 N=1 N=2 N=3 N=4 N=5 
unigram 26.69 25.93 25.87 26.18 26.28 26.54 

 
Table 4. Comparison of features in word selection 

feature WER (%) lexicon size 
word 26.18 35.8K 
length =1 27.07 32.4K 
length ≤ 2  27.08 35.1K 
unigram 25.87 74.8K 
bigram 25.99 67.3K 
stem 26.10 92.7K 
word-ending 26.20 92.1K 
stem & 
word-ending 

25.96 82.3K 
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Table 5. Result of sub-word selection 
feature WER (%) lexicon size 
unigram 25.96 40.7K 
bigram 25.27 49.9K 

 
Table 6. Result of frequent morpheme sequence (FMS) method 

threshold 2000 2500 3000 3300 
lexicon size 57.1K 50.7K 44.8K 42.3K 
WER (%) 27.02 26.63 26.68 26.76 

 
Table 7. Result of mutual information (MI) method 

threshold 0.030 0.035 0.040 0.045 0.050 0.06 
lexicon size 69.1K 60.0K 53.3K 47.0K 41.9K 36.1K 
WER (%) 25.83 25.61 25.60 25.79 25.80 26.07 

 
Table 8. Result of combination 

methods WER (%) lexicon size 
proposed bigram sub-word 25.27 49.9K 
mutual information (MI)  25.60 53.3K 

combined model 24.75 67.8K 
 

7. CONCLUSION 

We have proposed a novel discriminative approach to lexicon optimization for agglutinative 
languages. It adopts the same scheme as the conventional statistical approach which starts 
with the morpheme-based model and search for effective word or sub-word entries to be 
added. However, the proposed discriminative learning is directly linked to the improvement of 
ASR accuracy. In the experimental evaluations, the proposed method achieves the best 
accuracy in comparison, and further improvement by combining with the statistical method, 
resulting in a significant gain from the baseline morpheme-based model and the word-based 
model without a large increase in the lexicon size. 
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