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Method of guaranteeing IO performance
that uses IO busy rate for each iops.

Kazuichi Oe†

It is well known that maximum performance (iops) of a hard disk is influenced by access
position and range on the volume, the distribution of IO size, the ratio of read/write and etc..
In order to guarantee the IO performance for the specified application, it is needed to monitor
the current maximum IO performance dynamically. We propose the method of guaranteeing
the IO performance by using the Rate of IO busy for each iops. The Rate of IO busy for
each iops can be calculated from statistical information of the operating system. We have
verified the effectiveness of this method by using the real samba workload, backup workload
and the mixture of them
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Fig. 1 IO size distribution used to experiment
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A 239iops 65iops
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Table 1 Storage device environment

PC FUJITSU PRIMERGY RX100S4

Celeron 3.06 GHz,Mem=2GB,CentOS 5.3

disk Newtech Evolution II 400GB

(SATA 2U)

6disk/2TB RAID5

(stripe size=64KB)

2

Table 2 Workload used to experiment

IO size 1 128KB

read:write 1 50:50

offset 2 0-30GB, 300-330GB
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2 IO offset

Fig. 2 IO offset distribution used to experiment
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Fig. 3 Relation between IO offset and svctm (file sharing)
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Fig. 5 Summary of workload analysis result
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Fig. 6 Workload information obtained when operating it
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7 busy

Fig. 7 Method of updating proportion limit busy rate
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Fig. 8 Outline of verification system
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Fig. 9 How to give load
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Table 4 Target iops of evaluation 1

A iops B iops ( )

5 50 5

50 50 10

5 50 10

5 2 iops

Table 5 Target iops of evaluation 2

A iops B iops ( )

10 200 5

100 200 10

50 200 10

6 3 iops

Table 6 Target iops of evaluation 3
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Fig. 10 Outcome of an experiment of evaluation 1
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Fig. 11 Outcome of an experiment of evaluation 1
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Fig. 12 Outcome of an experiment of evaluation 2
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Fig. 13 Outcome of an experiment of evaluation 2
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Fig. 14 Outcome of an experiment of evaluation 3

15 3 %util=100

Fig. 15 Outcome of an experiment of evaluation 3

(frequency to which %util=100 is observed)

6.

IO busy iops

busy

busy IO busy

iops

IO busy IO busy

1iops IO busy

IO busy busy

3

IO

IO busy

2

コンピュータシステム・シンポジウム 
C om puter System  Sym posium

ⓒ 2011 Information Processing Society of Japan81

ComSys2011
2011/12/1



1 IO

busy

7.

IT

1) Christopher R.Lumb, Arif Merchant, and

Guillermo A.Alvarez. Facade: virtual storage

devices with performance guarantees. Proceed-

ings of FAST’03, March 2003.

2) Ajay Gulati, Irfan Ahmad, and Carl A. Wald-

spurger. PARDA: Proportional Allocation of

Resources for Distributed Storage Access. Pro-

ceedings of FAST’09, February 2009.

3) http://sourceforge.jp/projects/sfnet ioband/

4)

HOKKE-2009

5)

SPA

2005

6) Kyung D.Ryu, Jeffery K. Hollingsworth, and

Peter J. Keleher. Efficient Network and I/O

Throttling for Fine-Grain Cycle Steamling. In

Proceedings of the ACM/IEEE SC2001 Con-

ference (SC ‘01), November 2001

7) : iops

IO Busy IO

8 SAC-

SIS2010, May 2010.

8) SGI IRIX Admin: Disks and Filesystems(

), 007-2825-009JP

コンピュータシステム・シンポジウム 
C om puter System  Sym posium

ⓒ 2011 Information Processing Society of Japan82

ComSys2011
2011/12/1


