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A GPU accelerated Fragment-Based De Novo Ligand
Design by a Bayesian Optimization Algorithm
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De Novo ligand design is an automatic fragment-based design of molecules within a protein binding site
of a known structure. A Bayesian Optimization Algorithm (BOA), a meta-heuristic algorithm, is introduced
to join predocked fragments with a user-supplied list of fragments. A novel feature proposed is the simul-
taneous optimization of force field energy and a term enforcing 3D-overlap to known binding mode(s). The
performance of algorithm is tested on Liver X receptors (LXRs) using a library of about 14,000 fragments
and the binding mode of a known heterocyclic phenyl acetic acid to bias the design. We further introduce
the use of GPU (Graphical Processing Unit) to overcome the excessive time required in evaluating each
possible fragment combination. We show how the GPU utilization enables experimenting larger fragment
sets and target receptors for more complex instances. The Results show how the nVidia’s Tesla C2050 GPU
was utilized to enable the generation of complex agonists effectively. In fact, eight of the 1809 molecules
designed for LXRs are found in the ZINC database of commercially available compounds.

1. Introduction

The search for drug molecules with compu-
tational methods is often performed by high-
throughput docking or to a lesser extent by De Novo
drug design approaches. While virtual screening
relies on pre-existing compounds, De Novo design
approaches generate novel molecules out of build-
ing blocks consisting of single atoms or fragments.
Due to the huge and non-linear search spaces (Typ-
ically, tens of thousands of orientations are gener-
ated for each ligand candidate.), global optimiza-
tion algorithms are usually employed to search the
chemical space by generating new molecular struc-
tures through probing many different fragments
in a combinatorial fashion. Traditionally, related
projects have embraced Evolutionary Algorithms
(a class of global optimization algorithms inspired
from the biological phenomenon of evolution) for
this problem as will be shown below. In this re-
search, the choice was to use Bayesian Optimiza-
tion Algorithm (BOA)10), an EA that proved to give
very good results in complex global optimization
problems.

Here, as a main contribution, a novel approach
for De Novo Design of agonists is presented. The
algorithm utilizes a fragment-based method that
generates molecules by joining predocked frag-
ments with linkers. A parallel version of BOA is
used to search for feasible solutions. Only the pre-
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docked fragments are encoded by the BOA, while
suitable linker fragments are efficiently evaluated
with a tabu search3) using look-up tables. The fit-
ness function used is a novel combination of force
field energy and a measure of the 3D-overlap to
known binding mode(s). The energy term con-
sists of intra- and intermolecular contributions. The
measure of 3D-overlap enforces a spatial distribu-
tion of the atoms of the designed molecule simi-
lar to the one in the known binding mode of the
agonist(s) without explicitly considering the cova-
lent structure. The algorithm is evaluated on liver
X receptors (LXRs)2), presenting a complex opti-
mization problem due to the large number of frag-
ments used. Different fitness function setups are
analyzed for their search efficiency. Notably, the al-
gorithm is able to suggest molecules with new scaf-
folds or substituents that, at the same time, preserve
the main binding interaction motifs of known ago-
nists of LXRs.

For complex structures with high order of used
fragments (such as LXRs in this case), the massive
computation cost expected makes parallel comput-
ing a De Facto issue. Therefore, the system pro-
posed utilizes nVidia GPU in order to harness the
high computing power of state-of-art GPUs. A ma-
jor hurdle with utilizing GPU is the complexity of
the GPU architecture and the need to carefully op-
timize and tune any application running over GPU
to achieve a highly efficient performance. A second
main contribution in this paper is the design of the
De Novo drug design algorithm to run efficiently
over the SMIT architecture of GPU. The design in-
cludes performance optimization strategies we in-
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troduced earlier in9).
The rest of paper is as follows. The following

section overviews the algorithm and implementa-
tion over GPU while section 3 shows the results and
discussion. Finally section 4 concludes.

2. Algorithm and implementation over GPU

2.1 BOA

Fig. 1 Bayesian Optimization Algorithm (BOA).

BOA belongs to a class of algorithms known
as Estimation of Distribution Algorithms (EDAs)8).
EDAs are an outgrowth of Genetic Algorithms
(GAs). Conventional GAs maintain a population
of probable solutions and then they apply genetic
operators like selection, mutation, and crossover to
find the next population. This process continues un-
til the algorithm finds an acceptable solution. EDAs
replace the variation done by the crossover step in
conventional GAs with some kind of statistical in-
ference from the existing population to be used to
construct the next population. In the case of BOA,
variation starts by constructing a Bayesian Network
(BN)4) as a model of promising solutions after se-
lection. New candidate solutions are then generated
by sampling the constructed Bayesian network. Fi-
nally, new solutions are incorporated into the pop-
ulation, eliminating some old candidate solutions,
and the next iteration is executed unless a termina-

tion criterion is met. Figure 1 shows the important
steps in a single iteration of BOA. BOA uses BN to
encode the structure of a problem.

2.2 Fragment-based De Novo Ligand Design
De Novo ligand design uses a fragment-based

method to generate molecules by joining pre-
docked fragments with linkers. To connect pre-
docked fragments with linker fragments we use a
combination of two stochastic search procedures,
BOA and a tabu search. Heavy atom-hydrogen
atom vectors are the connection points, which can
be selected by the user. Covalent bonds generated
by the algorithm for linking fragments are single
bonds. The scoring function is a linear combina-
tion of two terms with multiplicative parameters as
input.

A version of BOA parallelized for GPU runs the
main global optimization problem (i.e. searching
the structure search space). Every individual con-
tains a single chromosome consisting of multiple
genes. As for encoding, and contrary to classic ge-
netic algorithms, the implementation in BOA uses
integers as gene values encoding indexes of docked
fragments. Hence, the value of each gene ranges
from one to the number of docked poses.

Another search algorithm, Tabu search, is used
for efficient linking. Linking the encoded fragments
for each individual is done by a tabu search. For ef-
ficiency reasons (i.e. to avoid conditional branch-
ing in the GPU kernel), we built a look-up table
containing all distances and angles of all pairs of
linker fragment connection vectors. Using cutoff
values and the look-up table, all possible connec-
tions of fragment pairs of an individual are gen-
erated. A connection solution is randomly picked,
and the two fragments are joined with the linker de-
fined therein.

Scoring The scoring function implemented is a
linear combination, i.e., a weighted-sum, of two
terms: a force field-based binding energy Eff and
a measure of similarity (Sim3D) to a user-supplied
target structure (e.g., a known agonist).

Stotal = wffEff − w3DSim3D

where the multiplicative parameters wff and
w3D are input values. The minus signs for the
similarity term is used because optimization is per-
formed by minimization of Stotal while Sim3D

grow with increasing similarity. The two scoring
terms are evaluated as follows:

- Force field energy function: We utilize nVidia’s
Bio Workbench12), accelerating energy calculation,
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to calculate binding energy between the ligand and
the receptor protein. The force field-based energy
function consists of van der Waals and electrostatic
terms. Both intraligand (intra) and ligand/receptor
(inter) interactions are taken into account.

Eff = EvdW
inter + Eelec

inter + EvdW
intra + Eelec

intra

Intrafragment and intralinker interactions as well
as fragment-linker interactions between atoms sep-
arated by one or two covalent bonds are not evalu-
ated. The potential of the receptor is calculated and
stored to be used only for the linkers. The energies
of the fragment poses are read in from the MOL2-
files to save computational time.

- The 3D structure Similarity Sim3D: between
the newly assembled molecule (A) and a user-
supplied template molecule (B) is evaluated by

Sim3D(A,B) =
SAB

max(SAA, SBB)

SXY =
∑
iϵX

∑
jϵY

wtitje
−γr2ij

where rij is the distance between two atoms (
iϵ molecule X, jϵ molecule Y), wtitj is a matrix
whose coefficients reflect the similarity between el-
ement types, and γ is a coefficient which acts on the
broadness of the distribution of the positions. The
3D similarity Sim3D does not explicitly consider
the covalent structure of molecules but relies on the
arrangement of atoms in space.

Protein preparation Liver X Receptors (LXRs)
- members of a super family of nuclear hormone
receptors and represented by two subtypes, LXRα
and LXRβ - have been shown to be involved in
cholesterol homeoAstasis. Because of the high cor-
relation in binding affinity for the two isoforms, and
the high sequence identity in the ligand binding do-
mains (77%), only one isoform was employed for
our study. The crystal structure of LXRβ (PDB
code: 1PQ6,[15] 2.4 Å resolution, Rfree=0.262)
was selected as a representative receptor structure
for the docking of the compound library because
of the higher resolution of the crystal structure for
the human receptor (2.40 Å for the β isoform com-
pared to 2.90 Å for the highest resolution for a hu-
man structure of LXRα)11). Subsequently, the term
LXR shall refer to the LXRβ isoform.

Preparation of fragment library The library of
fragments, from which the molecules were con-
structed, was obtained from Molinspiration Chem-

informatics (www.molinspiration. com, March
2011 accession date). The library consisted of
30,000 fragments with one and 30,000 fragments
with two connection points occurring in bioac-
tive molecules. CHARMm atom types were as-
signed, and all fragments were subject to minimiza-
tion. The connection points defined in the source
MOL2-files were used as connection vectors of the
fragments, using all possible heavy atom-hydrogen
atom vectors. The original and superimposed frag-
ments were deemed identical if the similarity was
larger than 0.95. Of the 60,000 fragments in the
library only the 13,788 containing less than four ro-
tatable bonds were used. Of these, 6,906 and 6,882
have one and two connection vectors, respectively.
They were docked into the receptor binding site
with SEED7), a program for docking mainly rigid
fragments with evaluation of protein-fragment en-
ergy and electrostatic desolvation.

2.3 Implementation over GPU
GPU is emerging as one of the most power-

ful parallel processing devices. GPU is especially
well-suited to address problems that can be ex-
pressed as data-parallel computations with high
arithmetic intensity (i.e. ratio of arithmetic oper-
ations to memory operations). Applications that
process large data sets can use a data-parallel pro-
gramming model to speed up the computations.
However, although GPUs can offer unprecedented
performance gain, implementation of an algorithm
over a GPU to take full advantage of this new tech-
nology involves a significant complexity of paral-
lelizing across the multiple cores. Memory man-
agement over a GPU makes things even more chal-
lenging. CUDA1) is a parallel computing architec-
ture developed by nVidia. CUDA is the compute
engine in nVidia’s CUDA compatible GPUs, and
is accessible to software developers through indus-
try standard programming languages like C. CUDA
is widely used for programming nVidia’s GPUs for
general purpose processing.

The implementation of the algorithm over GPU
is shown in figure 2. The figure shows the CPU
and the GPU side portions of the algorithm. All
the configurations, memory allocations, initializa-
tions are performed over the host processor. After
the initialization stage (which includes loading the
pre-docked fragments and encoding them to a code
table), data is transferred to the device. Then the
code running at the host side enters a loop. At that
loop, breadth-first search detects all the fragments
eligible for binding. Next, the codes of the frag-
ments are transferred to the device. At this point
the kernel starts running. The kernel uses the frag-
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Fig. 2 Flow chart of CPU (host) side and GPU (device) side
logic

ments code table and the codes of the fragments
in the structure to be evaluated, then decodes the
codes to create the structure in thread’s registers.
Then the kernel runs the force-field energy of the
structure. Finally the kernel computes the fitness
(Stotal) after computing Sim3D between the struc-
ture and the template then searching for an efficient
linking. Next, the computation transfers back to the
host after receiving the fitness values. The host then
proceeds with the algorithm by selecting candidates
from the population to build the Bayesian network.
Truncation selection has been used as advised by6)

to better maintain the building block. Next, the net-
work is constructed using the BD metric as men-
tioned earlier and the network is sampled to gen-
erate new candidate solutions. Lastly, the offspring
individuals are inserted into the parent population if
no structurally similar parent has a more favorable
score to intensify the selection pressure. The cycle
is then repeated until a termination criteria is met.

3. Results & discussion

Results given in this section were collected over a
system with nVidia Tesla C2050 GPU mounted on a
motherboard with Intel R⃝CoreTMi7 920@ 2.67GHz
as the host CPU. C2050 has 3GB of device mem-
ory and the total number of processing cores is 448.
The maximum amount of shared memory per block
is 64KB (16kB was used as cache as advised by
CUDA manual) and clock rate is 1.5GHz. We are
using Fedora Core 13 as the operating system and
CUDA SDK/Toolkit ver. 4.0 with nVidia driver
ver. 270.41.19. C2050 is dedicated to computations
only. The system has a separate GeForce 8400 GS
GPU acting as a display card. The high computa-
tional demands of the problem in this paper assures
a highly inflated execution time if run in a serial
fashion. Therefore the comparison with a serial im-
plementation is skipped due to giving an expected
highly inflated values for the serial implementation
in favor of the GPU implementation. However, pre-
liminary results over of a serial version of the pro-
gram running over an Intel i7 920@ 2.67GHz CPU
with 4GB memory having Fedora Core 12 as OS
showed speedups up to 60x.

Setting of Algorithm Runs Calculations were
repeated 10 times for each of three settings (i.e.
weighted coefficient phasing as seen below) with
distinct random seed numbers for 1000 iterations of
the algorithm and 20 iterations of the tabu search
per individual. The minimized phenyl acetic acid-
based agonist cocrystallized with the protein (PDB
code 1PQ6) was used as a target structure. The co-
efficients of the scoring function terms were set to
{wff = 0.02, w3D = 0.98}, {wff = 0.06, w3D =
0.94 } and {wff = 0.10, w3D = 0.90 }.

Molecules designed by the algorithm Several
of the 100 generated molecules with the most fa-
vorable Stotal when compared with the crystal
structure of LXR in the complex with the hete-
rocyclic phenylacetic agonist shows that the gen-
erated molecules include key motifs of the target
structure, e.g., the two ring systems joined by a
linker (table 1, compound 2). Compounds gener-
ated by the algorithm in table 1 are a consequence
of the enforced 3D-structural diversity within pop-
ulations during optimization. Analysis of the ex-
istence of the generated molecules in the ZINC
library5) reveals that eight out of 1809 generated
molecules are commercially available.

4. Conclusion

This paper presented a system for fragment-
based De novo ligand design. A combination of
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Fig. 3 Evolution of the scoring function terms and the total score of the best individual in
each weight setting. The values at each iteration step were averaged over 10 runs.
The bold lines are averages, while the thin blue lines are the standard deviation of
the run with the least wff

an evolutionary algorithm (BOA) and tabu search
is used for the simultaneous optimization of force
field energy and 3D similarity to known agonist(s).
Therefore, the design is both binding site-based and
ligand-based. Importantly, the relative importance
of these two driving forces can be modulated by the
user. Due to the proven high computational cost
needed to run simulations for complex structures,
the entire system was implemented to run over GPU
(nVidia’s Tesla architecture) in an attempt to accel-
erate the performance on the GPU instead of high
cost of conventional clusters.

In an application to the liver x receptors (LXRs),
1,809 molecules were generated by the algorithm
within the ATP-binding site in less than 16 h on
a Tesla C2050 using a library of 14,000 frag-
ments with up to three rotatable bonds. Notably,
molecules similar to those generated by the algo-
rithm are commercially available providing further
evidence of the usefulness of the proposed system
for De novo drug design. The algorithm can gener-
ate molecules similar to known LXR agonists. Im-
portantly, by enforcing diversity throughout the op-

timization and by using a 3D-similarity-based scor-
ing function term Sim3D, which does not rely on a
covalent structure of the compared molecules, scaf-
fold or linker hopping was observed, retaining the
common binding motifs of known LXR agonists.
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