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We propose an identity management system that supports role-based pseu-
donyms that are bound to a given set of services (service contexts) and support
the use of reputation systems. Our proposal offers a solution for the prob-
lem of providing privacy protection and reputation mechanisms concurrently.
The trust information used to evaluate the reputation of users is dynamic and
associated to their pseudonyms. In particular, our solution does not require
the support or assistance from central authorities during the operation phase.
Moreover, the presented scheme provides inherent detection and mitigation of
Sybil attacks. Finally, we present an attacker model and evaluate the security
and privacy properties and robustness of our solution.

1. Introduction

The “Internet of the Services” depicts the Internet as a conglomerate of inter-
connected services that interact and cooperate to fulfill tasks provided by users.
The Internet of Services must be built on both security, privacy and trust estab-
lishment.

In service-oriented environments everyone is allowed to offer services, and there
will be numerous competing service providers offering services of a similar nature.
Whenever a customer has the choice between two or more services, e.g., e-books,
music, or video, quality of a service is a key factor. The concepts of trust and
reputation have been shown to be promising concepts to support customers in
such situations in selecting a high quality service 24),25),35), as they help to assess
services based on past experience gained by the user community.
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Service-oriented networks also need to offer security and privacy guarantees to
their users. In particular, personal information must be processed and trans-
mitted according to the applicable privacy-protection legislation or regulation,
such as the European Directive 95/46/EC 1) in Europe. Privacy is best protected
in the absence of personal identifiable information, i.e., anonymity. Moreover,
users’ privacy protection requires unlikable actions, i.e., an observer should not
be able to link two or more actions to the same user. However, building up trust
and reputation usually requires long-term identifiers which can be linked over
numerous transactions. At a first glance, this seems to be in conflict with the
protection of the users’ privacy, as anonymity and unlinkability are key properties
when referring to privacy protection.

The design of an identity management scheme that addresses the conflicting
requirements of privacy and reputation is the main contribution of this paper.
Our solution is built following the second law of identity 13),14) where the minimal
amount of personal information is disclosed and its use in our identity manage-
ment scheme is limited.

We propose a system architecture for generating role-based pseudonyms that
are bound to a given set of services, called a service context. Those pseudonyms
provide the means for decoupling real world identities from the digital identifiers
that are used as a basis for the trust establishment. Our proposal is independent
from central authorities or trusted third parties during the operation phase and
it provides the means for the efficient detection of Sybil identifiers. Naturally,
there are proposals of fully distributed solutions based on the concept of a Web of
Trust 45). However, such solutions provide only weak authentication 31) because
of the initial assumption of trust transitiveness used for authentication purposes.
Fully distributed solutions cannot be proved to be secure as they are prey to
identity attacks and, thus, are not further discussed in this paper.

The paper is organized as follows: Section 2 presents the scenario and the ob-
jective of our approach. Section 3 introduces the basic building blocks. Section 4
presents the identity management scheme designed after the definition of the sys-
tem requirements. The security evaluation is presented in Section 5. Section 6
outlines the efficient Sybil detection mechanism and Section 7 discusses the use
of pseudonyms for services and also discusses the advantages and disadvantages
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of other pseudonym constructions. Finally, Section 8 concludes the paper.

2. Application Scenario and Objectives

In the first part of this section we introduce the service-oriented scenario and
the notation. Then, we define the system objectives regarding privacy and trust.

2.1 Internet of Services Scenario & Notation
In an Internet of Services scenario an arbitrary number of service providers

si ∈ S | 1 < i < |S| offer their services to a set of users ui ∈ U | 1 < i < |U|.
Furthermore, we introduce the concept of service contexts Ci ∈ C | 1 < i < |C|,
and we group all services with similar nature, e.g., sellers of books or online web
space providers in one service context�1. Setting up service contexts is a natural
consequence of an Internet of Services environment, where services competing for
users are published, i.e., listed, in service directories. Within each service context
Ci, there are two sets of identifiers; the set Si refers to the identifiers of the
service providers available in this context, and the set Pi refers to the identifiers
of the customers that want to use services in this context, where |Pi| ≤ |U|.
For customers in U we propose an identity management scheme, that allows
each customer to create a unique pseudonym�2 pC

i

u per service context Ci. The
relationship between the sets U , S, Ci, Pi, and Si is illustrated in Fig. 1. A
summary of the notation is presented in Table 1.

2.2 Objectives
In general, we see two approaches to tackle the conflict of establishing trust

while preserving privacy.
The first one uses pseudonyms in order to prevent histories from being linked to

a user’s real identity. Here, role-based pseudonyms provide a means for establish-
ing trust between users within different service contexts C1, C2, . . . by introducing
different, unlinkable pseudonyms per user per context. Thus, a user ui can learn
that the owner uj of a certain pseudonym is active in a context Ck and whether
uj shows trustworthy or untrustworthy behavior in this context Ck. However, as
the pseudonyms are not linkable across contexts, user ui cannot learn whether

�1 Note that the parameters |S|, |U|, and |C| may change over time, however, in the paper we
treat them as static parameters for the simplicity of the notation.

�2 A pseudonym is an identifier of a subject other than one of the subject’s real names 32).

Fig. 1 Identifiers and service contexts.

Table 1 General notation.

si Service provider i.
uj User (customer) j.
S Set of service providers s.
U Set of users (customers) u.

Ck Service context k.

pC
k

uj
Pseudonym of user uj for service context Ck.

Sk Subset of S that only contains the services available for context Ck.

Pk Set of pseudonyms that are used in context Ck.

uj is active in any other service context Cl (with k �= l) nor about his behavior
or preferences in this other context.

A second approach protects the user’s privacy by preventing that the recipient
of a set of recommendations can read the content of the separate recommenda-
tions by applying homomorphic encryption and random numbers for masking the
recommendations. As current solutions following this approach 20) prevent the
recipient from learning whether individual recommenders tend to provide accu-
rate recommendations or misleading ones, we follow the first approach in this
paper.

The objective of our proposal is to offer a privacy-friendly identity management
scheme with support to evidence-based trust or reputation systems for service
environments. The requirements of such a scheme are threefold:
( i ) Providing unique, long-term identifiers as a basis for a trust or reputation
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model. These identifiers are needed as a basis for building histories on the
quality of used services and on the behavior of others users when providing
recommendations about service providers within a certain service context.

( ii ) Providing unlinkability between the users’ behaviors in different service
contexts. This requirement protects the users’ privacy, in the sense that
they can have different behaviors in different service contexts; but others
cannot link a user’s pseudonyms across service contexts (as long as the user
does not create Sybil identifiers). An adversary is thus not able to track
the users’ actions in different contexts, and therefore is not able to link a
user’s partial identities�1.

( iii ) Being able to detect Sybil identifiers 17). This is an important feature as
Sybil attacks are a threat to privacy and to trust models. The basic idea of
a Sybil attack is that a single entity (the attacker) creates an arbitrary high
number of seemingly independent identities. This poses a threat to privacy,
as it may allow attackers to reduce the entropy of the anonymity set as
there are no guarantees regarding the 1:1 relationship between digital and
physical identifiers 27),28). For instance, a user that is part of an anonymity
set with cardinality n, would in principle have an action associated to her
with a probability P = (1/n). However, it is not possible to guarantee that
the other (n − 1) digital identifiers belong to (n − 1) different users. An
adversary controlling these (n−1) identifiers would increase P to P = (1/2),
for any observer that is able to verify that there are only two users in the
anonymity set, or P = 1, for the Sybil attacker perspective. Furthermore,
a Sybil attack allows adversaries to increase their influence on the trust
system to provide misleading recommendations by seemingly independent
entities. Finally, a Sybil attack also allows adversaries to erase bad history
as they could use a newly created identifier whenever they want to. In the
context of trust models the latter type is usually referred to as whitewashing.

2.3 Trust and Privacy Requirements and the Application Scenario
In an Internet of Services scenario, trust and privacy are both fundamental

properties that need to be guaranteed. Trust models for building up reputation

�1 Each partial identity represents a user in a specific context or role 32).

systems and privacy-enhancing technologies for protecting users’ personal infor-
mation from being abused or misused. The three aforementioned requirements
(in Section 2.2) are essential for building up an identity management scheme that
supports both trust and privacy.

The requirement regarding unique, long-term identifiers is a basic assumption
of reputation schemes. They are needed to build up histories regarding both
services and users of the system. Services and users should not be allowed to
erase their history data just by deleting an identifier and creating a new one
(i.e., whitewashing, also related to Sybil attacks). In the Internet of Services
scenario, this problem arises on the calculus of the reputation of services from
recommendations from other users. If no long-term identifiers are used, the
weight of other users’s recommendations cannot be calculated properly if there
are no history data available regarding previous recommendations.

Unlinkability between the users’ behaviors in different service contexts protect
users’ privacy by decoupling potential personal identifiable information traces
from different service contexts and, thus, prevents the profiling of users. Rep-
utation systems also benefit from users’ unlinkability between different service
contexts by associating a single partial identity to a given service context. Thus,
apart from protecting users’ privacy, this requirement allows a user to be a good
recommender for a set of services Si ∈ S and a bad recommender for another set
of services Sj ∈ S.

Detection and prevention of Sybil attacks is fundamental for both privacy pro-
tection and for reputation systems. As previously mentioned in Section 2.2, Sybil
attacks reduce the entropy of anonymity sets. Hence, users cannot be assured of
their privacy protection level if the cardinality of the anonymity set cannot be
defined. Reputation schemes also need to be able to detect and prevent Sybil
attacks, since malicious users could use Sybil attacks to arbitrarily improve or
decrease the reputation of services just by creating a large number of identities.
For example, imagine a scenario in which a service provider s1 that competes
with a service provider s2 creates an arbitrary number of fake users (i.e., Sybil
identifiers) for providing misleading recommendations about s2.
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3. Basic Concepts and Background

In this section, we briefly introduce the basic concepts that we propose as a
basis for the trust establishment and for the identity management scheme. First,
we describe the concepts of trust and reputation

3.1 Trust
In the setting introduced above, trust and reputation models are important

means for supporting users when selecting a service provider. For a definition
of trust we refer to the definition of reliability trust in Ref. 25): “Trust is the
subjective probability by which entity expects that another entity performs a
given action on which its welfare depends.” Evidence-based trust and reputation
are similar concepts and in computational models both are usually based on the
history of past interactions. In this paper, we focus on trust as a user’s subjective
expectation about a service provider, and not on reputation, which is considered
to be a more objective value that would be shared by all entities in a community.

Going along with the definition of trust, we argue for the use of probabilistic
trust models, as in those models the trust value has a clear semantics, and in
addition it can be used in order to judge whether it is rational to interact at all –
given the possible benefits and the possible costs – based on the expected utility of
the interaction 23),33),35). Here, we like to especially refer to Bayesian trust models
as they naturally allow for the interpretation of trust as a subjective probability,
which allows for the consideration of personal preferences and context-dependent
parameters (for details see e.g., Refs. 10), 24), 34), 37), 39), 44))�1.

3.2 Building Blocks and Process of Trust Establishment
In the following, we present the building blocks of a (distributed) trust system

and the basic idea for the process of trust establishment in such a system. We
refer to the participants, i.e., users and service providers, in the system as entities.
Interactions are actions between entities, i.e., the usage of a service or a capability
that is offered by a service provider, e.g., buying goods or information. Thus, the
type of interaction specifies the service context, in which a user wants to interact

�1 In the most simple version, the aggregation of direct evidence and recommendations would
lead to a number of positive evidence units r and a number of negative evidence units s,
and the trust value of a service provider would be calculated as (r + 1)/(r + s + 2).

with a service provider.
Whenever, an entity A is in the role of the initiator of an interaction, i.e., entity

A has to select a service provider from a set of available service providers, it may
evaluate the trustworthiness of the available service providers as a basis for the
selection. Hereby, entity A uses its direct evidence from previous interactions
and recommendations (also called indirect evidence).

Having collected direct evidence and recommendations about one or multiple
service providers, computational trust model provide a means for aggregating
the evidence – hereby removing or giving lower weight to recommendations from
unreliable sources – and deriving trust values for the service providers, which then
can be the basis for the decision on whether to interact with one of the available
service providers at all, and which service provider to select. After an interaction,
the information on the quality of this interaction can be used to update one’s
direct evidence about the behavior of this service provider, and to update the
trust in one’s recommenders based on the accuracy of their recommendations.

3.3 Implications of this Process of Trust Establishment
Treating trust as a subjective value and calculating it in a distributed manner

has a number of advantages, especially when considering privacy aspects:
First, it does not require a trusted third party or trusted distributed mechanism

that collects and aggregates ratings. Especially, this means that when a user rates
an interaction, this piece of information is at first and foremost a private one.

This leads directly to the second advantage: The private rating after an inter-
action can be used to decide whether the received recommendations had been
accurate in relation to the subjective rating or not. As the user’s private rating
can be expected to be subjectively accurate, this disburdens distributed, subjec-
tive trust models from estimating whether a rating would be objectively accurate,
which is usually necessary in centralized reputation systems, e.g., Ref. 44).

Third, users are free to decide to whether to distribute recommendations and
to whom. This is important, as the provision of recommendations may be linked
to information which the recommender can consider to be private. For example,
when providing recommendations honestly, the recipient of a recommendation
can learn about the recommender’s previous interaction partners, the recom-
mender’s way of rating, and in the end about the recommender’s personal pref-
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erences.
3.4 Cryptographic Tools for Pseudonym Construction
Different cryptographic systems can be used to create unlinkable and unique

pseudonyms (see requirement (ii) in Section 2.2). As long as the identification
of “double-spent” pseudonyms is not an issue, such pseudonyms can be realized
based on the so-called epoch number of direct anonymous attestation 9). By bind-
ing a different tag to every identity domain, k-times anonymous authentication 40)

can be used to create unique pseudonyms.
To achieve the objectives (ii) and (iii) presented in Section 2.2, we use a crypto-

graphic construction for creating self-certified Sybil-Free pseudonyms 27),30). Self-
certified Sybil-free pseudonyms are obtained by a non-interactive publicly ver-
ifiable variant of a special signature scheme originally introduced for periodic
n-times spendable e-tokens 11). In our approach we use k = 1, so that each user
is represented by at most one pseudonym per service context. In addition, a
freshly generated public key is bound to each pseudonym. Moreover, Sybil-free
pseudonyms are produced through a mechanism of self-certification.

This mechanism uses different cryptographic building blocks and primitives,
such as anonymous credentials and group signatures, for generating an arbitrary
number of pseudonyms pi ∈ P, where i ∈ N, from one initial identifier u ∈
U , which is obtained from a trusted third party (TTP) in the bootstrapping
phase. The generation of the self-certified Sybil-free pseudonyms also produces
a certificate associated with the self-certified Sybil-free pseudonym that has the
following uses 27),30):
• to bind a freshly generated public key to a pseudonym pi. This operation is

similar to the binding of public keys to X.509 certificates;
• to verify a pseudonym pi and its binding to the aforementioned public key;

and
• to disclose the initial identifier u, which is obtained from the TTP, and the

revocation of the certificates obtained from it, if the user that owns it creates
more than one pseudonym p for a given service context Ci.

In Table 2 we summarize the notation used in the cryptographic tools and
algorithms presented in this and the following sections.

Table 2 Notation used for the pseudonym construction.

pkTTP The TTP’s public key.
skTTP The TTP’s secret key.
pku The user’s public key.
sku The user’s secret key.
u The initial identifier, which is realized as an e-token dispenser, and it

is signed by the TTP.
ru Revocation information of u stored by the TTP.
pku,Ci Freshly generated public-key to be used in service context Ci.

S A pseudo-random pseudonym, which is a serial number.
τ A pseudonym certificate, which is a transcript proving that S was

properly generated from a valid identifier u.
p The pseudonym, which is the triplet (pku,Ci , S, τ).

3.5 Algorithms for Pseudonym Construction
The self-certified Sybil-free pseudonyms are an e-token based signature scheme

that consists of the following eight algorithms 2),27),30):
• IKg (1k) → (pkTTP , skTTP ) — this algorithm is used to create the issuer’s,

i.e., the TTP’s, public and private key pair (pkTTP , skTTP ). The value k

is the security parameter, where k is in unary, and 1k denote the unary
representation of integer k 21).

• UKg (1k, pkTTP ) → (pku, sku) — this algorithm is used to create the user’s
public and private key pair (pku, sku).

• (Obtain(pkTTP , sku), Issue(pku, skTTP ))→ (u, ru) — the algorithms Obtain
and Issue define a protocol between the users and the TTP. The algorithms
are related and used to request and issue the initial identifier u. The algo-
rithm Obtain is executed by users, while the algorithm Issue is executed by
the TTP. At the end of this protocol, users obtain the initial identifier u,
which is, basically, an e-token dispenser that can be used to create a pseu-
donym. The identifier u is an e-token dispenser comprised of a seed s for
the pseudo-random function fs, the secret key sku, and the Camenisch and
Lysyanskaya (CL) signature 12) on (s, sku). CL signatures are used to prevent
the TTP from learning about s or sku. The TTP stores the public key of the
user (pku) and the revocation information ru under the user’s identity.

• Sign (pku,Ci , u, pkTTP , Ci) → (S, τ, u′) — Sign outputs a pseudo-random pse-
udonym S (a token serial number), a pseudonym certificate τ (a transcript),
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and an updated (e-token dispenser) u′. This algorithm is used to sign a freshly
generated public key pku,Ci . This freshly generated public key pair is used for
authenticating user u and also for signing messages, i.e., recommendations. a
user running the Sign algorithm uses the e-token dispenser to release a serial
number S = fs(0‖Ci), a double-show tag E = pku · fs(1‖Ci)h(m), and us-
ing the Fiat-Shamir heuristic 19) it creates a non-interactive zero-knowledge
proof σ that (S,E) corresponds to a valid dispenser for the identity domain
Ci, i.e., the user proves in zero-knowledge that S and E were properly formed
from values (s, sku) signed by the TTP. To sign pku,Ci , it is hashed into the
challenge together with the first message and the public parameters of the
proof. The transcript τ contains both E and σ. An e-token is verified by
checking the non-interactive proof. The triplet (pku,Ci , S, τ) corresponds to
a self-certified Sybil-free pseudonym p generated for a service context Ci.

• Verify(pku,Ci , S, τ, pkTTP , Ci) →(true—false) — is used to verify the valid-
ity of a pseudonym p. It is designed for checking that the pseudo-random
pseudonym S and the pseudonym certificate τ were created by a valid e-token
dispenser u to sign a freshly generated public key pku,Ci for a service context
Ci.

• Identify(pkTTP , S, τ, τ ′, pku,Ci , pk′
u,Ci) → pku — is used to identify a user

u that has generated multiple pseudonyms p to a given service context do-
main Ci. Given two records of self-certified Sybil-free pseudonyms (S, τ) and
(S, τ ′), created by a user u when signing two different public keys pku,Ci and
pk′

u,Ci , pku,Ci �= pk′
u,Ci , for the same service context Ci, the algorithm Identify

computes the public key pku of the owner of the e-token dispenser u. Thus,
if a user generates more than one pseudonym for a given service context, it
is possible to compute the public key pku that was used when requesting its
initial identifier u (i.e., the e-token dispenser) to the TTP.

• Revoke (skTTP , pkTTP , ru) → pk′
TTP — is used by the TTP to revoke the

initial identifier u. It takes as input the TTP’s public and private key pair
(pkTTP , skTTP ) and the revocation information ru that is related to a par-
ticular user (see the Obtain algorithm). The Revoke algorithm outputs an
updated issuer public key pk′

TTP . The dispenser u is revoked and can no
longer be used to create signatures that verify this updated issuing key.

The algorithms IKg and UKg, Obtain, Verify and Identify are executed by the
users u ∈ U . The TTP, which issues initial identifiers u for the users, executes
the algorithms IKg and UKg, Issue, Verify, Identify, and Revoke. In particular,
Verify can be executed by any participant, including services s ∈ S that do not
even need to possess a initial identifier u, or other third-party services that just
monitor a service context to detect the presence of Sybil identifiers.

Further details regarding the algorithms used in the self-certified Sybil-free
framework are found in Refs. 27), 30).

4. Identity Management Scheme

The identity management scheme, which we propose in this paper, is the point
where the Internet of Service scenario, the trust model, and the self-certified
Sybil-free identifiers come together (see also Fig. 1). There are four main steps
in the proposed system: the bootstrapping, which is the initial step for any
participant in the proposed system; the setting up of service contexts, which
is usually performed by the service providers; the creation of pseudonyms for
different service contexts; and the following use of such pseudonyms.
Bootstrapping: At first, we assume that each user and service provider who
wants to participate in the system owns a unique, initial identifier, which is
obtained at the bootstrapping phase from a party that is trusted by all involved
parties (i.e., users, service directory provider, and service providers). For the
service providers we assume that each provider is represented by the identifier
obtained in this bootstrapping phase, i.e., each service provider is represented
by a single identifier across all service contexts. It is also possible to create a
pseudonym for each service provider per service context in the same way as for
the users.
Setting up service contexts: In principle, any party can set up service con-
texts. In an Internet of Services scenario, it can be carry out by the party that
publishes the directories with the different services or by a set of service providers
that offer services with a similar nature. Setting up a service context requires a
unique identification tag for each context. Such tags can be created from different
sources, but for usability reasons they should at least provide a meaningful name
for the service context, like MP3-downloads, online books, etc. A user-friendly
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<ctx>
<name ctx> Context Name <\name ctx>
<v a l i d f r> 2009−08−01 08 :00 GMT <\ v a l i d f r>
<v a l i d t o> 2011−07−31 18 :00 GMT <\ v a l i d t o>
<r eg i on> Europe <\ r eg i on>
<rand non> 4C656F6E6172646F414D <\ rand non>
<in i t pbK> Publ ic Key <\ in i t pbK>

<\ ctx>

Fig. 2 Example of a service context information Ci.

option is to use an XML tag with context information, such as the name of the
service context, region where the services are available, and validity time. The
tag is then hashed into a unique value and used as input to the creation of the
self-certified Sybil-free pseudonyms. Figure 2 presents a context information
Ci with 6 fields: the application name, starting time, expiration time, location,
a nonce�1, and the public key associated with the directory service or service
provider or the pseudonym of the user that eventually set this service context.
Creating user pseudonyms: The pseudonyms of the users are bound to the
service contexts and are created by the users themselves. User ui issues a pse-
udonym pC

j

ui
that is valid in the service context Cj using as input her identifier

originally issued by a trusted third party, a freshly generated public-private key
pair, and the unique information tag associated with the service context. The
pseudonym is a tuple: newly generated public key, a serial number, and a cer-
tificate that proves the correctness of the operation (for details see Refs. 27),
30)).
Using the pseudonyms: Whenever a user ui wants to interact with a service
provider in a given service context Cj , to evaluate the trustworthiness of a service
provider in the context Cj , or to provide recommendations in the context Cj , she
uses the pseudonym p

Cj
ui , which was created for this context. Thus, the real

identity of the customers is not revealed to the service providers nor to other
users. However, this still enables a service provider to recognize whether he

�1 A random nonce increases the entropy of the service context information and is used to
prevent name collisions.

has already interacted with a customer in the service context Cj , and it enables
other users to learn who is a trustworthy recommender in the context Cj , as the
customer has only a single pseudonym per context.
Expiration of pseudonyms & service contexts: A service context is valid
until the validity time of the service context expires – if specified in its unique
identification tag. When a service context expires, all pseudonyms bound to
this service context become invalid. Users can also delete pseudonyms that are
associate to them, but they are not able to create a new pseudonym for a service
context that they were already part of – in such a case, users would need to restore
the pseudonym that they had created for this service context before.

Furthermore, this pseudonym is also used for the exchange of recommendations
about the behavior of the service providers between the users in the context Cj .
The differentiation between the trust relationships with regard to the different
service contexts is as important for the application scenario since a user u1 may
trust u2 in service context C1, but not in service context C2. In our approach,
both users u1 and u2 are identified through their (unlinkable) pseudonyms pC

1

u1
,

pC
2

u1
, pC

1

u2
, and pC

2

u2
in the service contexts C1 and C2. Thus, the users can establish

trust between each other and learn who (in the sense of the owner of which
pseudonym) provides accurate recommendations. Furthermore, it’s also possible
to sign recommendations using the private key obtained during the creation of a
pseudonym.

5. Security Evaluation

We assume that an attacker tries to manipulate the trust value of a service
provider or to attack the users’ privacy, i.e., the attacker aims to establish re-
lationships between pseudonyms from different pseudonym sets associated with
different service contexts. Hereby, we concentrate on the attacks which have a
relation to the identity management scheme described in Section 4.

The attacker model allows attackers to participate in the system and to provide
both misleading or correct recommendations to other users. The attacker can
eavesdrop all communications between the service context and the pseudonym.
We assume that the attacker can (try to) build relationships between pseudo-
nyms only from the pseudonyms themselves, but not from the other sources of
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identification, such as the network layer information, i.e., IP addresses. Thus, we
assume that an anonymous communication mechanism is used to link between
users and services.

5.1 Attacks on Trust Systems
When the trust value of an entity is evaluated, the main factors that are con-

sidered are direct evidence and recommendations. This leads to two basic types
of attacks. On the one hand, an entity can attack the model in the role of an
interactor, e.g., it starts to build trust in order to exploit it later. This type of
attack should be dealt with by the trust model itself, e.g., by considering the age
of the evidence 24),34). As this attack has no relation to the identification scheme,
we do not further evaluate it.

On the other hand, an attacker can try to influence a trust value in the role of a
recommender, i.e., by providing misleading recommendations, either false praise
or false accusation – again this type of attack should be dealt with in the trust
model, e.g., by considering the trustworthiness of the recommenders 37). How-
ever, both kinds of attacks are susceptible to whitewashing 18), i.e., the attacker
repeatedly joins the community as new entities in order to get rid of a bad his-
tory. Furthermore, an attacker can combine a Sybil attack 17) with the provision
of misleading recommendations, in order to increase his overall impact on the
trust value of a certain service provider. Here, an attacker would create an ar-
bitrary high number of seemingly independent entities (i.e., different identifiers),
which collusively provide misleading ratings for this service provider.

The proposed identity management scheme prevents both types of attacks. At
first, whitewashing for service providers is not possible as they have only one
identifier. This attack would also be prevented if service providers would be
allowed to act pseudonymously per service context using the same type of pseu-
donym as the users. Whitewashing for recommenders is also not possible because
a user is only allowed to have one pseudonym per context. If a user creates a
second pseudonym, this can be detected given the underlying cryptographic con-
struction, which allows the detection of multiple pseudonyms generated from a
same user ui to a given service context Cj by a pairwise comparison of the known
pseudonyms 27),30). This, in turn, also means that Sybil attacks can be detected.

5.2 Pseudonym Unlinkability
The system architecture has strong unlinkability properties since the crypto-

graphic properties of the k-times anonymous authentication ensure the algorith-
mic unlinkability of two pseudonyms pC

1

u1
, pC

2

u1
generated for C1 and C2.

As fs is a pseudo-random function, and all proof protocols are zero-knowledge,
it is computationally infeasible to link the resulting e-token to a user, a dispenser
u, or any other e-tokens corresponding to u. If a user shows two e-tokens in
the same context domain to authenticate two pseudonyms p and p′, then both
e-tokens must use the same serial number.

The issuer, or any other participating device, can easily detect the violation
and compute pku from the two double-show tags�1:

E = pku · fs(1‖C1)h(p) and E′ = pku · fs(1‖C1)h(p′) (1)

Thus, from Eq. (1), we have:

fs(1‖C1) =
(

E

E′

)(h(p)−h(p′))−1

and (2)

pku =
E

fs(1‖C1)h(p)
=

E′

fs(1‖C1)h(p′) (3)

However, the attacker may still be able to make an educated guess on whether
two arbitrary pseudonym certificates from different identity domains are related
or not, since information that may identify a device can be acquired from different
sources in the TCP/IP stack, such as the network or application layers (thus, the
initial assumption regarding the anonymous communication mechanism). In a
real world scenario, additional information sources, like the geographical location
of the user, could help the attacker to make such a guess.

6. Dealing with Sybil Attacks Efficiently

As described in Section 2.2 and Section 5.1, an adversary could try to in-
crease her influence on the trust value of a certain service provider, by creating
a seemingly high number of entities that provide misleading recommendations.

�1 For a more detailed security analysis see Ref. 11).
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Table 3 Notation: Efficient handling of Sybil attacks.

j Rank of a recommender.
A User who evaluates the trustworthiness of a service provider
C Candidate for service provision under evaluation.
Ri Recommender i.
(ri, si) Tuple of positive (ri) and negative (si) units of evidence provided by

recommender Ri.

tAi The trustworthiness of recommender Ri in the context of providing
recommendations (from A’s point of view).

(ragg, sagg) Tuple of aggregated positive (ragg) and aggregated negative (sagg)
units of evidence.

NR The maximum number of evidence units a recommender is expected
to provide.

ts Threshold for Sybil attacks.
imp(j) Aggregated impact of all recommenders with a rank equal or greater

than j.
c Constant defined as c = (1 − ts)NR.
f Constant defining a fraction of c.
timp Threshold for negligible impact (timp = c/f).
jneg Recommenders with a rank higher than jneg will be neglected.

The proposed identity scheme allows for the detection of this type of attack
by pairwise comparison of all identifiers which provide recommendations. This
can potentially become a performance bottleneck of the aforementioned identity
management scheme since it requires

(
n − 1

2

)
pairwise comparisons of identifiers

to detect all Sybil identities. In this section we propose a solution to reduce the
number of pairwise verifications by limiting the verification only to those identi-
fiers that have a non-negligible influence on the trust value. An overview of the
notation is provided in Table 3 at the end of this section.

6.1 Basic Idea
Although decentralized trust systems, e.g., Refs. 10), 39), provide mechanisms

to reduce the influence of a recommender based on his trustworthiness in the
context of providing accurate recommendations, those models are usually sus-
ceptible to attacks where a single attacker creates a high number of seemingly
independent recommenders, which she controls (Sybil attack), that then provide
colluding misleading recommendations.

The approach we follow (based on Ref. 36)) reduces the impact of such an attack
on the trust value by reducing the impact of each recommender not only based

Fig. 3 Trust network.

on the trustworthiness of this recommender in the context of providing accurate
recommendations, but also on his rank j (1st most trusted recommender, 2nd

most trusted recommender,. . ., jth most trusted recommender,. . .). This leads to
a situation where the impact of lowly trusted recommenders which have a high
rank (i.e., high value of j) can be neglected.

In the following we show how this approach can be used to reduce the necessity
to check the Sybil-freeness of all entities that provided recommendations, which
is bounded by the cardinality of the user set.

6.2 Detailed Approach
In the following, we show how the number of entities that have a non-negligible

influence on the trust evaluation depends on the trustworthiness of those entities
and on their rank.

We assume there is a user u1 that is going to evaluate the trustworthiness of
a service provider, e.g., s1, and furthermore user u1 receives recommendations
from multiple users u2, . . . , um. For simplifying the notation, we re-write this
setting as follows: A user A that is going to evaluate the trustworthiness of a
service provider C. Furthermore, user A receives recommendations from multiple
recommenders R0, . . . , Rm (see Fig. 3).

Each recommender Ri provides recommendations that describe C’s past behav-
ior from Ri’s subjective point of view as a tuple of positive and negative evidence
units (ri, si), where ri relates to the number of positive evidence units and si

to the negative ones. Furthermore, A has information about the trustworthiness
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of each recommender Ri in the context of providing recommendations, which is
denoted as tAi ∈ [0, 1]. The assessment of the trustworthiness can be based on a
subjective (initial) belief about the trustworthiness of an entity and on the ac-
curacy of past recommendations (see Ref. 37)). As a simplification, assume that
the trustworthiness is used directly to reduce the impact of Ri’s recommenda-
tions�1. Based on the trustworthiness tAi of the recommender Ri in the context
of providing recommendations, it is possible to sort the recommenders Ri such
that tAi ≥ tAi+1. After this re-sorting the recommendations can be aggregated
based on the following equation:

(ragg, sagg) =
( m∑

i=0

min
{

tAi · ri, (1 − ts) · (tAi )i · NR

ri + si
· ri

}
,

m∑
i=0

min
{

tAi · si, (1 − ts) · (tAi )i · NR

ri + si
· si

}) (4)

Here, ts ∈ [0, 1] defines a threshold for Sybil attacks and NR defines the maxi-
mum number of evidence units that entity A would ask for in order to believe that
the collected information is representative for future behavior. Thus, we expect
that for all i it also holds ri + si ≤ NR (otherwise ri and si would be normalized
to make the statement come true). The final trust value of the service provider
C can be derived from the aggregated evidence as (ragg + 1)/(ragg + sagg + 2).

Finally, it can be shown that the impact on the aggregated evidence of the
recommenders with rank greater than j, i.e., the recommenders Rj to Rm, is
limited depending on j and tAj . We denote this impact as imp(j); based on
Eq. (4), it can be calculated as:

imp(j)=
m∑

i=j

min
{

tAi · ri, (1 − ts) · (tAi )i · NR

ri + si
· ri

}

+
m∑

i=j

min
{

tAi · si, (1 − ts) · (tAi )i · NR

ri + si
· si

} (5)

Based on this definition it can be shown that imp(j) is bound by (1 −

�1 In the original proposal (see Ref. 36)) there is an additional function for deriving this weight
(also called discounting factor) from the trustworthiness and additional parameters.

Fig. 4 Maximum impact of an infinite number of recommenders with a rank greater than j
depending on j and tAj .

ts)NR

∑m
i=j(t

A
i )i (see Ref. 35)). As (1 − ts)NR are known before the evalua-

tion they can be treated as constants and we define c = (1 − ts)NR. Using the
properties of a geometric series it can be shown that this holds:

c
m∑

i=j

(tAi )i ≤ c
(tAj )j

1 − tAj
(6)

Here, c(tAj )j/(1 − tAj ) is the maximum impact that could be achieved by an
infinite number of entities (i.e., m → ∞) with a rank greater than j and a
trustworthiness not greater than tAj . Figure 4 shows how c

∑m
i=j(t

A
i )i for m → ∞

evaluates depending on j and tAj for the constant c = 1000.
In Fig. 4, we can see that with a decrease of the trustworthiness tAj as well as

with an increase of the rank j the impact imp(j) of the recommenders with a
rank greater than j falls rather quickly.

Next, we define the threshold timp = c/f = (1− ts)NR/f for negligible impact
based on a fraction of the constant c = (1 − ts)NR, e.g., for f = 1000, timp =
c/1000 holds. Given this threshold, we define the set of recommenders with
negligible impact as the set of all recommenders with a rank greater than jneg,
where jneg is defined by:
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jneg = min
{

j ∈ N | timp ≥ c
(tAj )j

1 − tAj

}
(7)

which can be simplified to

jneg = min
{

j ∈ N | 1
f
≥ (tAj )j

1 − tAj

}
(8)

Based on this approach, we can reduce the number of entities that we consider
when computing the trustworthiness of a service provider C to the number of
recommenders that have a non-negligible impact, which in turn is well-suited to
reduce the number of identifiers that have to be verified for being Sybil-free.

Example 1: Assuming that f = 1000 and for all i ≥ 11 tAi ≤ 0.5 holds, then
jneg = 11 and it is sufficient to consider the best 11 recommenders. This means
that one has only to verify the Sybil-freeness of the identifiers of 11 recommenders,
i.e., R0,. . . , R10 (,and neglect the recommendations of all other recommenders).

Example 2: Assuming that f = 1000 and for all i ≥ 23 tAi ≤ 0.7 holds, then
jneg = 23 and it is sufficient to consider that best 23 recommenders. This means
that one has only to verify the Sybil-freeness of the identifiers of 23 recommenders,
i.e., R0, . . . , R22 (and neglect the recommendations of all other recommenders).

7. Privacy for Services and Pseudonym Constructions

In this section we discuss the use of the aforementioned mechanisms for the
provisioning of privacy for service providers and also summarize and evaluate
other pseudonym constructions taking into account the requirements presented
in Section 2.2.

7.1 Privacy for Services
The privacy of service providers in S can be protected using pseudonyms. The

protection of the privacy of service providers is especially important when con-
sidering user-generated input, i.e., the role of individuals changes from service
consumer to service provider. Unlinkability between service providers and ser-
vice consumers can be obtained using anonymous communication mechanisms
(see Ref. 28)) to disassociate senders to receivers. Application scenarios range
from electronic forums to whistle-blowing sites and reporters of human rights

abuses 29), where service is basically information input. Service contexts C are
still used to group services of a similar nature. Hence, users providing content
for different topics can belong to an arbitrary number of sets Si, where 1 < i < z

and z = |S| and, thus, to an equal number of service contexts Ci.
The functionality of the proposed identity management scheme presented in

Section 4 remains basically the same, with the exception that not only users,
but also service providers can create pseudonyms. Services also benefit from the
privacy-enhancing properties offered by the identity management scheme. Secu-
rity and privacy properties of the system are not affected by such modifications.

7.2 Other Pseudonym Constructions
There are other pseudonym constructions that provide privacy-friendly identi-

fiers. In this section, we summarize the most relevant pseudonym constructions
that are related to our proposal. Such proposals are based on different signatures
schemes, identity-based encryption, pairing, and semantically secure encryption.

Anonymous authentication providing unlinkability between multiple appear-
ances of the same identifier can be implemented using group signatures 6),15).
However, group signature schemes alone do not provide any protection against a
signer generating any two group signatures, i.e., the deployment of Sybil identi-
fiers 16),41).

Identity-based encryption schemes can be used to construct pseudonyms. The
pseudonym-based encryption scheme proposed in Ref. 22) is based on pairings
and constructed on top of an identity-based encryption scheme 7) and short sig-
natures from the Weil pairing 8). The main disadvantage of the pseudonym-based
encryption scheme is that it is vulnerable to a Sybil attack. Any device with an
initial identifier, i.e., a public key is used as the initial identifier in this scheme,
can generate an arbitrary number of pseudonyms.

Anonymous X.509 attribute certificates can be constructed using different sig-
nature schemes, such as fair blind signatures, traceable signatures, and ring signa-
tures 3). Attribute certificates created with fair blind signatures 38) were presented
in Ref. 4). However, such schemes do not provide unlinkability between multiple
appearances of the same attribute certificate. A traceable signature scheme 26),
which is a group signature scheme with additional tracing capabilities 3), can be
used as a cryptographic primitive to set up privacy-friendly X.509 attribute cer-
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tificates that can provide unlinkability between different appearances of the same
attribute certificate 5).

Semantically secure encryption can be used to generate changeable pseudo-
nyms 43). Changeable transaction pseudonyms, which are represented by cipher-
texts, were presented in Ref. 42). It is possible to associate changeable transaction
pseudonyms with a history of events and use them with a reputation mechanism
based on events 42). However, the use of semantically secure encryption schemes
alone cannot offer protection against the deployment of Sybil identifiers.

8. Conclusions

In this paper, we presented an identity management scheme for a service envi-
ronment enabling users to establish trust, yet, preserving a user’s privacy. The
trade-off between privacy (asking for anonymity at best) and trust (requiring
for long-term identifiers) is set by defining how each user is able to have only
one pseudonym per context. However, those identifiers cannot be linked across
service contexts.

The services context are linked to services that are similar in nature; they can
be directly derived from a service directory. The proposed identity management
scheme supports the establishment of trust within each of those service contexts.
Furthermore, when the trust model takes recommendations from third parties
into account (as in e.g., Refs. 36), 39)), then a user can also learn whether the
recommendations from a certain recommender tend to be correct or misleading.

In general, trust models benefit from the proposed identifier scheme as the
construction of the identifiers aids in the detection of Sybil attacks, which are
considered to be a major threat to many trust models in distributed systems.
As the number of verifications required for detecting a Sybil attack can become
a bottleneck, we introduced a new approach for reducing the number of entities
that are considered in the trust evaluation.

Furthermore, we have presented how services can also benefit from the proposed
identity management scheme and have also listed some pseudonym constructions,
and their disadvantages in relation to our scheme.

Finally, the users’ privacy is preserved so that a users’ behavior cannot be
tracked across the boundaries of contexts, but it can be tracked within contexts.

This allows service providers to create a history of its customers in a certain
context, e.g., music, which is clearly preferable for the service providers, as they
can tailor their advertising to the profile of the customer. However, a service
provider has no means to recognize a customer in another context. Especially,
we like to emphasis, that due to the construction of the identifiers, the Sybil-
freeness of any set of identifiers (within a given context) can be verified without
the need for an online certification authority.
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Identity-Anonymity Paradox: Anonymity in Mobile Ad Hoc Networks, Proc. 1st
International Workshop on Security (IWSEC 2006 ), Information Processing Soci-
ety of Japan (IPSJ), pp.123–134 (2006).
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