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enables flexible description of various workflows, the same number of objects are
ooon created for large amount of tasks. Thus, the execution of large-scale workflows
is limited by the memory size of the master node and task scheduling / transfer
overheads are increased. Therefore, we propose a scheme largely reducing the
number of objects using array contraction. Our scheme can be implemented

D |:| D |:| D |:| D |:| D |:| D |:| D |:| |:| D D D D D within the methods of API classes and dynamically shifts internal representa-
tion triggered by the access to array elements. Thus, encapsulating internal
D D D D D D D implementation to the user is possible, and the modification of MegaScript in-

terpreter is not needed. Furthermore, we introduce a new class for subworkflows
to contract hierarchically parallel workflows efficiently. As a result of evaluation,

0 0 0 0 71 O 0 O 0 71 0 O 0 O 71 the number of API objects in fully-contracted random workflow representations

1 1 9 was approximately 300 in average, independent from the number of tasks. The
0oao 0o f U 0 U 0 f U] 0 0 t required memory size was also reduced to approximately 100KB in average.
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10000
We are developing a parallel script programming language MegaScript for Mie University
large-scale workflows. MegaScript is an OOPL and each task and communica- +20000000000000000
tion channel called stream is represented as an object. Although this feature Academic Center for Computing and Media Studies, Kyoto University
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