
Data Compression on 2D and 3D Network-on-Chips for CMP

Yuan He,† Hiroki Matsutani,†† Hiroshi Sasaki††

and Hiroshi Nakamura††

The three-dimensional Network-on-Chip (3D NoC) is an emerging research topic exploring
the network architecture of 3D ICs that stack several smaller wafers or dies in order to reduce
the wire length and wire delay. Although 3D IC architectures have been extensively studied
so far, they have underestimated the negative impacts of vertical interconnects, such as their
footprint sizes and the routability degradation. Thus, their vertical bandwidth is still a major
concern and it severely degrades system performance. Because such limitations come from
the physical design constraints, to mitigate the performance degradation, we have no other
choice but to reduce the amount of communication data, especially for those data moving
vertically. In this paper, therefore, we carry out a study on data compression in 3D NoC
architectures with a comprehensive set of scientific workloads. Firstly, motivated by evaluating
data compression on a 2D NoC model with multiple link widths, we find data compression is
more effective when narrower links are implemented; and this is the case for 3D IC. Secondly,
after applying data compression for three topology settings on 3D NoC, we observe that with
more layers and smaller footprint sizes, data compression can improve the performance by up
to 13% and reduce the per-packet latency for 12%. Thirdly, with our adaptive compression
on 3D NoC, we found some insights on how performance may be affected on 3D NoCs by
its communication characteristics. Note that in the case of adaptive compression, an average
latency reduction of 4% more than static compression can be observed.

1. Introduction

As semiconductor technology improves, the
number of processing cores integrated on a
single chip has continually increased. Com-
mercial or prototype chips that have 64 or
more processing cores have already been pro-
duced19)20). Network-on-Chips (NoCs)21) with
packet-switched network structures have been
widely used instead of traditional bus-based on-
chip interconnects to connect many cores.

Recently, the concept of NoCs is being ex-
tended to ICs that have three-dimensional
structures, namely 3D NoC22), in order to mit-
igate the wire delay and wire energy, which are
increasingly posing severe problems to modern
VLSI design. Although the wire delay has been
mitigated by inserting inverting buffers (i.e., re-
peaters) on long wires, the buffers themselves
add gate delay and consume energy; thus re-
peater insertion is not a fundamental solution
to the problem. In the 3D ICs, a number of
wafers or dies are stacked very closely (e.g., 5µm
to 50µm); thus a 3D structure significantly re-
duces wire length, wire delay, and wire energy
compared to the same sized 2D structure.

For these reasons, 3D NoC is an emerging
research topic, and its network topology23),
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router architecture24),25), and routing strat-
egy26) have already been extensively studied.

However, many studies on 3D IC architec-
tures have underestimated the negative im-
pacts of vertical interconnects, as reported
in 5). Unfortunately, these vertical intercon-
nects, such as through-silicon vias (TSVs) and
microbumps, also consume a certain amount of
area. In addition, they affect the routability
of wires negatively, since some vertical inter-
connects interfere with metal layers. Thus, al-
though 3D IC technologies are believed a sound
technology beyond Moore’s Law, their vertical
bandwidth is still a major concern. In practice,
we find that such vertical bandwidth limitation
can severely degrade system performance, by
up to 132% (see Section 2).

Because the vertical bandwidth limitations
come from the physical design constraints as
mentioned above, to mitigate the performance
degradation, we have no other choice but to re-
duce the amount of communication data, es-
pecially for those data moving vertically. In
this paper, therefore, we carry out a study on
data compression in 3D NoC architectures with
a comprehensive set of scientific workloads.

The contributions of this paper are the fol-
lowing. Firstly, to the best of our knowledge,
this is the first work to characterize and evalu-
ate the effect of data compression on 3D NoCs
for CMPs. Secondly, we are the first to intro-
duce and explore adaptive control of data com-
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pression on 3D NoCs. Thirdly, with our evalua-
tion results, we show that data compression can
improve the network latency and system per-
formance by up to 12% and 13%, respectively.
Furthermore, with our adaptive compression,
we observe a further 4% improvement on net-
work latency for CMPs implemented with 3D
NoCs, and we also found that the performance
improvement is highly implementation and ap-
plication specific.

The remainder of this paper is organized as
follows. Section 2 briefly surveys 3D IC tech-
nologies and introduces the 3D NoC model we
focus on. Section 3 discusses the compression
technique to be used and our adaptive com-
pression scheme to be investigated. The ex-
perimental platform, including the simulation
model and workloads, is described in Section 4,
while Section 5 is devoted to evaluation results
and insights into the effects of data compression
on 3-D NoCs for CMP. Section 6 overviews re-
lated work, and finally, this work is concluded
in Section 7.

2. 3D NoC Design and Its Limitations
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Fig. 1 2D and 3D NoC Tolopologies

3D ICs bring us many benefits like increased
system integration, reduced wire length and in-
creased data locality, but how different wafers
or dies are stacked vertically remains an open
question for the research community and the in-
dustry. Various interconnection technologies of
3D ICs have been developed for the purpose of
vertical stacking, such as wire-bonding, micro-
bump1),2) and through-silicon via (TSV)3),4).
• Wire-bonding is a die-to-die interconnec-
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Fig. 2 Latency Degradation with Link Limitations

tion formed with bonding wires. It has a foot-
print recorded from 35 to 100 um4). It is the
most common approach and has been highly
utilized by System-in-Package designs. The
limitation is the number of wires and their
density as only edges of a chip is used for the
purpose of bonding. Obviously, the bonding
wire length can be the cause of a considerable
communication delay.
• Micro-bump forms a die-to-die interconnec-
tion through solder balls. It has a footprint
known to be from 10 to 100 um4). This ap-
proach is generally limited to stack only two
dies with face-to-face connections but it can
also be used to form the connections of more
than two dies with face-to-back design al-
though this is believed inefficient because of
factors like heat.
• Through-silicon via (TSV) is a wafer-
level interconnection making use of via-holes
formed through multiple wafers. The foot-
print of TSV is 5 to 50 um thus it has the
potential of offering a better interconnection
density than wire-bonding and micro-bump.
However, it suffers from high manufacturing
cost due to the fact that an extra process
to form these interconnects4). Another con-
straint of TSV comes from routing, as TSV
interconnects interfere with gates and wires.
So considering yield and cost, the number of
TSV interconnects has major impact in de-
sign and it should be well thought ahead of
manufacturing5).
As briefly explained above, all three inter-

connection technologies of 3D ICs has a limi-
tation of going vertical, that is, the die-to-die
or wafer-to-wafer interconnection can become a
bandwidth bottleneck. With larger numbers of
such interconnects, we are facing the difficulty
of design complexity and cost of manufactur-
ing. To depict this vertical bandwidth limita-
tion, we employ a 3D NoC model with heteroge-
neous link widths. For links on the same plane
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(die or wafer), their widths are always the same,
but for vertical links which are used to move
data between dies or wafers, we model them
as having smaller bit width compared to hori-
zontal links. In our study, we also try to cap-
ture the effects from different numbers of layers
(dies/wafers). We have our 3D NoCs modelling
2, 4 and 8 layers. An example of the baseline
2D NoC and three 3D NoC configurations are
illustrated in Fig. 1.

Moreover, Fig. 2 presents an example of how
this link limitation can affect the network per-
formance. We see that in the case of ocean,
radix, LU, MG and SP, the average packet la-
tency in a 3D NoC having 128-bit of planar
links and 16-bit of vertical links are approaching
the latency numbers encountered in a 2D NoC
with links evenly sized at 16-bit. We also find
that under the same configurations, the system
performance is being degraded by more than
80% on average for these workloads. Thus, ver-
tical link bandwidth limitation is a major bot-
tleneck for any CMPs considering moving to 3D
design.
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Fig. 3 Tile Design on 2D and 3D NoCs

In our network model, as shown in Fig. 3(b),
basic building blocks (tile) of our 3D NoCs are
connected with each other by routers and links.
for comparison purpose, we also include the tile
of a 2D design, whose router is at most hav-
ing six ports and two of them are used to con-
nect to a processor core and an L2 cache bank.
For 3D NoCs, two more ports may be added
to the router and through two additional links,
different dies/wafers are connected. The net-
work routing scheme is also re-defined since X-
Y routing for 2D is not sufficient for the 3D
design. As explained in the last paragraph,
because of the layer-to-layer bandwidth limi-
tation, our 3D NoC models narrower vertical
links. More details on configurations of the 3D
NoC model are covered in Section 4 where we
discuss about the simulation model.

3. Data Compression on NoCs

Data compression is a popular architectural
technique and it has been applied in many fields
to conserve on-chip/off-chip bandwidth, to en-
large cache/memory capacity or to reduce com-
munication latency. In our work, we use data
compression as a solution of bandwidth conser-
vation and latency reduction for 3D NoCs. In
this section, we discuss the compression tech-
nique in details. We are going to introduce the
compression algorithm, frequent pattern com-
pression, at first. After which, we will focus on
implementation issues of this compression al-
gorithm. And finally, our proposal of adaptive
control on compression will be presented.

3.1 Compression Algorithm and Im-
plementation

There are several state-of-the-art data com-
pression algorithms which has been applied on
Network-on-Chips, including frequent pattern
compression (FPC)10) and frequent value com-
pression (FVC)11),12). In this paper, we se-
lect frequent pattern compression because of its
simplicity and effectiveness. Frequent pattern
compression (FPC) is a significance-based com-
pression scheme having small compression/de-
compression overheads; unlike frequent value
compression (FVC), it also has no synchroniza-
tion overhead. FPC compresses frequent pat-
terns appeared in data packets. In our case,
there are seven such patterns with which we
seek to compress each 32-bit of data, the de-
scription of these patterns are in 6) and the
reason of selecting these patterns is their fre-
quencies. For all seven data patterns, we assign
a 3-bit index to each pattern. Along with an-
other index for uncompressed data words, there
are in total eight indexes. For example, a data
word of 32 zeros will be replaced with an index
of 000 after compression, while an 8-bit sign-
extended data word will be replaced with an
index of 001 plus the 8-bit data. FPC has ad-
vantages of high compression ratio and paral-
lel compression. For a 128-bit data packet, we
can always split it into 4 parts and compress
all parts with four compression circuits at one
time. But since FPC employs variable length
compression, the de-compression will have to
be done in a serial manner.

Regarding the implementation, similar to 10)∼
12), data compression/de-compression circuits
in our work are assumed to be implemented in
network interfaces (NI) of our 3D NoCs. With
this design, at NIs, any injecting data traffic will
be compressed and receiving data traffic will be
recovered; but it is important to note that the
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enhanced NIs will also have area, latency and
energy overheads.

As we mentioned earlier, the compression
process of FPC can be done in parallel for sev-
eral data words at a time. And as stated in 6),
this compression process is only taking one cy-
cle per data word, thus with multiple parallel
encoders, the timing overhead of compression is
one cycle per packet. For de-compression, since
FPC is a variable length compression scheme,
it is unable to carry out the de-compression in
parallel. But as proposed in 10), it is able to
overlap the network latency with part of this
de-compression latency. In detail, the receiv-
ing and de-compression pipeline is designed to
work with only a fraction of the packet received.
After such a reception of the header flit con-
taining indexes of all compressed words, there
is pre-computation process in order to obtain
the length of compressed data before its arrival.
Hence, the de-compression does not need to rely
on receiving the entire compressed packet. By
applying this improvement, the de-compression
timing overhead can be kept in two cycles per
packet.

In 10), it is recorded that with 45 nm pro-
cess, the area overhead and dynamic power con-
sumption of compressor/de-compressor circuits
are 0.183 mm2 and 0.273 W, respectively. In
our paper, power issue is not discussed and is
left for future work.

!"#$

!"#%$

!"&$

!"&%$

!"'$

!"'%$

!"($

!"(%$

)$

)"!%$

)")$

!$ !"!)$ !"!*$ !"!+$ !"!,$ !"!%$ !"!#$ !"!&$ !"!'$ !"!($ !")$

!
"
#$

%
&'
()
*
+,
-)
./
0
"
1
+2
'$

)
+3
4
5
.&
)
67
+

89)#%:)+;'1<+=0&'(%0"1+3>&'?6@;'1<@45.&)7+AB)1+!"1C."$D#)66)*+

!-$.$%-$

%-$.$)!-$

)%-$.$*!-$

*!-$.$*%-$

*%-$.$+!-$

+!-$.$+%-$

+%-$.$,!-$

,!-$.$,%-$

,%-$.$%!-$

%!-$.$%%-$

4"$D#)66'"1+E%0"+

Fig. 4 Efficiency of Data Compression on 2D NoCs
with Different Link Widths and Compression
Ratios

To show the efficiency of this compression al-
gorithm, we have evaluated it on 2D NoCs with
4 different sizes of link width, 16-bit, 32-bit,
64-bit and 128-bit. All other simulation pa-
rameters are the same as the 3D model later
with the exception of a 6-port router and X-
Y routing. Our result is summarized in Fig. 4
with the data from all benchmarks aggregated
in this single graph. In this figure, different
colours represent different ranges of compress-

ibility; note that for the same benchmark pro-
gram, it is possible to have different compres-
sion ratios, since smaller flit size maintains less
fragmentation, thus having higher Compression
ratios. We have two kinds of marker symbols
in this figure, ”+” is used to mark those data
points which are more mission-oriented while
”×” represents points which are either outliers
or outstanding. For example, all compression
ratios lower than 10% come from EP which is
less compressible. By plotting the normalized
execution time after data compression versus
the non-compressed average link utilization, we
seek for a stable relationship between the net-
work load and effectiveness of compression. Af-
ter disregarding those points marked by ”×”
and fitting a line to all remaining data, we iden-
tify a strong link between the network load and
compression effectiveness, that is to say, the
smaller the flit size (on-chip bandwidth) is, the
larger the performance gain. And by following
this observation, here comes part of our motiva-
tion that we propose to compress vertical going
communication.

3.2 Proposed Adaptive Compression
on 3D NoCs

In Section 2, we have discussed our 3D NoC
model and its vertical bandwidth limitation. To
help mitigating this limitation, we present an
adaptive compression scheme for CMPs with
3D NoC. Based on FPC, our adaptive compres-
sion scheme utilizes compressibility and loca-
tion based mechanisms to control the compres-
sion process. For any data packet waiting to
be injected to the network, we have set up two
policies to determine whether the compressor
should be used or not.
• Compressibility based control is very
simple, but it requires the compression pro-
cess. After the actual compression, we can
simply identify the size of the compressed
packet; if it is known that the compressed
packet is bigger than or equal to the size of
the original packet, then the network inter-
face disregards the compressed packet and
it instead flitisize the original packet. Note
that although we can avoid the effect of neg-
ative compression on the network and de-
compressors, we still suffer the compression
timing overhead in this case. However, with
a mere compression latency of one cycle, it
is worth the time to avoid any negative com-
pression.
• Location based control is more com-
plex and it targets specifically at the ver-
tical bandwidth limitation of 3D NoCs we
model. As shown in Section 2, 3D NoC brings

先進的計算基盤システムシンポジウム SACSIS 2011 
Symposium on Advanced Computing Systems and Infrastructures

394 ⓒ 2011 Information Processing Society of Japan

SACSIS2011
2011/5/27



us smaller package size hence shorter wire
length. But data packets travelling across
dies/wafers will suffer a limited vertical band-
width. Thus, we design a new compressor
which always considers the locations of source
and destination nodes in order to decide if it
should compress any packet. More specifi-
cally, the location based adaptive compres-
sor in our work compresses any layer-crossing
data packets while it ignores any planar traf-
fic like what is shown in Fig. 5. The (a) part
represents inter-layer communication which
incurs compression while inner-layer commu-
nication in the (b) part causes no compres-
sion.
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Fig. 5 Location based control of data compression on
3D NoCs

4. Experimental Platform

In this section, we are going to explain the
experimental platform in detail. Firstly, we
will quantify the parameters of our simulation
model; and secondly, we are going to briefly in-
troduce the workloads tested in our simulation.

For our 3D NoC model, our simulation is car-
ried out for a 16-core SNUCA CMP system with
shared L2 cache using the Multifacet GEMS
simulator13) built on Wind River Simics14). To
correctly simulate data compression and its ef-
fect on NoCs, we have modified the detailed
network model of GEMS, Garnet15). Each
core has a pair of dedicated instruction/data
L1 caches and the L2 cache is divided into 16
banks. The coherence model of caches includes
MOESI protocol with 2 distributed on-chip di-
rectories. Directories are used to maintain co-
herence of memory hierarchies and as memory
controllers; in our simulation, directory entry
access costs 6 cycles, same as the L2 cache. The
router has a fixed 3-stage pipeline and worm-
hole flow control; the network interface is im-
plemented with a 2-stage pipeline. Compres-
sion always consumes one cycle of latency while
de-compression takes two cycles.

Table 1 Simulation Configurations

Component Parameter

Processors 16
L1 Cache Each core has a total of 64KB of pri-

vate L1 cache (split I and D), which
is 4-way set-associative and has 64
bytes per line and 1 cycle of access
latency.

L2 Cache Shared L2 cache divided into 16
banks. Each bank is 256KB, 16-way
set-associative and has 64 bytes per
line and 6 cycles of access latency.

Memory 4GB of DRAM with 160 cycles of ac-
cess latency.

Topology 16 nodes organized in three 3D Mesh
topologies, 4 by 2 by 2 layers, 2 by 2
by 4 layers and 2 by 1 by 8 layers.

Router 3-stage pipeline with X-Y-Z routing.
Link Uneven link width is implemented;

the planar link width is 128-bit and
the vertical link width is 16-bit.

The simulation parameters also assume each
core has 64KB of L1 cache split for instruction
and data. Each L2 cache bank is 256 KB. Three
3D topologies are evaluated. One is having
eight cores per die and two stacked dies which
forms a 4 by 2 by 2 3D Mesh. And the other
two are 4 cores stacked as 4 layers and 2 cores
stacked as 8 layers, respectively. They form a 2
by 2 by 4 and a 2 by 1 by 8 3D Mesh topologies,
one by another. Note that all planar links for
3D NoCs are 128-bit wide and all vertical link
are 16-bit wide. Routers in this 3D NoC model
employ deterministic X-Y-Z routing and 2 more
ports are needed as connections to routers at
neighbor dies/wafers if compared with conven-
tional routers of 2D NoCs. For simplicity, con-
figurations are summarized in Table 1.

In order to have a diverse performance
evaluation, we selected eight workloads from
SPLASH-216) and NPB 317) suites for our sim-
ulations with 16-core input.

5. Results

Depending on the on-chip bandwidth require-
ment and compressibility of a workload, data
compression on NoCs can bring several ben-
efits. In this section, we are going to make
clear how these benefits look like in practice.
We are going to discuss and quantify both net-
work and application centric improvements for
3D NoCs with the two compression schemes we
have. Note that for adaptive compression, we
applied both rules we proposed in Section 3.

Firstly, we quantify the benefit comes from
data compression when it is applied on 3D NoCs
for the improvement on the network. We try
to discover how much the packet latency is re-
duced with either static compression or our pro-
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Fig. 6 Latency Reduction and Performance Improvement with
Static/Adaptive Compression on 3D NoCs

posed adaptive scheme. Looking at the upper
three graphs in Fig. 6, we see that the reduc-
tion of average packet latency is almost always
positive with our proposed adaptive compres-
sion scheme. It can be identified that only 1
out of 24 cases exhibits negative reduction while
static compression in the same context hav-
ing 10 out of 24 cases suffering negative effects
on latency reduction. Our proposed adaptive
scheme outperforms static compression in 22 of
24 cases. It can also be seen that static com-
pression achieves up to 13% of latency reduc-
tion with an average of 2%. Overall, our pro-
posed adaptive scheme outperforms traditional
static scheme by an additional 4% on average
with a maximum of up to 12%. We believe that
with more sophisticated adaptive management,
this benefit can be even larger.

Secondly, for the system performance, in the
lower part of Figure 6, we see more interest-
ing results that the latency reduction we re-
ceive from data compression does not well af-
fect the system performance. To explain this,
there are a few things we need to consider.
Firstly, there is traffic which can affect the
network latency more than the system perfor-
mance, which are cache write-backs. Compress-
ing these write-backs will not directly affect any
cache/memory access latency but will enlarge
the on-chip bandwidth. Recall our 3D NoC
model, it always has the memory controllers
implemented on the bottom die/wafer, which
means most of the cores and caches have to send
write-backs across the dies/wafers, which can
cause huge amount of latency but not directly

affects the performance.
Looking at ocean in Fig. 6, we found that

for all three topologies, static compression out-
performs adaptive and in Fig. 7, we observe
that ocean has a high misses per thousand-
instruction with a relatively smaller amount of
write-backs per miss. Our explanation is, al-
though small, this write-backs has committed
to the latency reduction when being compressed
as in the top 3 graphs in Fig. 6 but the high
amount of misses only resulted in small amount
of vertical going traffic because of its commu-
nication pattern is more likely to be die/wafer-
wise. This is observed in 27), where the au-
thors found that cores prefer to communicate
to their neighbours in terms of exchanging data
and cache references.

There are also some more interesting observa-
tions. We see that for EP, it has a large number
of write-backs but a small number of misses;
also, its latency reductions through adaptive
compression excel static compression more than
in all other applications and its performance
is always better in terms of adaptive compres-
sion. First, this is exactly what we have de-
scribed in the last paragraphs, where a lot of
write-backs result in a good amount of latency
reduction. Second, we think through compress-
ing so many write-backs, the bandwidth of the
network is highly improved and this indirectly
affects the other layer-crossing traffic which are
indeed cache and memory accesses, and this in
consequence improves the overall performance.

For LU, MG and SP, topology makes a good
impact; what we see is, with 8 layers, adaptive
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compression performs better than static but af-
ter evaluating it with 4 layers and 2 layers, this
is not true any more. Meantime, we observe
very similar amount of write-backs per miss and
misses per thousand-instruction for these three
workloads.

For fft, it is interesting to see that at 4 layers,
adaptive is better but at 2 or 8 layers, static is
better. We believe we can find the answer when
we look at the core assignments to each layer in
more details.
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Fig. 7 Cache Performance Characteristics

6. Related Work

In this section, we present a short summary
of previous work related to this paper. Data
compression for NoCs, as an efficient on-chip
optimization, has been extensively studied for
2D design10)∼12). In 10), the authors were
the first to apply frequent pattern compres-
sion on a CMP with Network-on-Chip architec-
ture. Their primary goal was to make a com-
parison between cache compression and net-
work compression with the same algorithm, in
terms of their effects on performance and en-
ergy consumption. Both 11) and 12) were
about compressing data on NoCs with another
candidate algorithm, frequent value compres-
sion. Although their results are showing posi-
tive feedback, we believe that for any architec-
ture having multiple communicating nodes, fre-
quent value compression can be inefficient be-
cause of its overheads of area and synchroniza-
tion make it hardly scale. In 11), the authors
also propose a solution to the area overhead
and an adaptive compression control mecha-
nism taking into account the network conges-
tion. It was shown by these three papers that
data compression on NoCs can result in perfor-
mance boost of up to 32% and energy saving of
as much as 36%.

Before the study of data compression on

NoCs was carried out, there were already many
efforts of applying data compression on bus and
cache6)∼9). Proposed for the purpose of enlarg-
ing L2 cache capacity, 6)∼8) had proved the
chip scale data locality and the efficiency of fre-
quent pattern compression algorithm. It was
recorded that for various workloads in evalua-
tion, with FPC on L2 cache, the compressibility
can be as much as 60% and the performance
improvement can be up to 18%. And in 9),
the memory bandwidth demand can be reduced
by up to 70% for integer and media workloads.
Moreover, a study carried out in 18) had proved
that both cache and bus compression are highly
efficient in terms of further scaling CMP de-
signs.

7. Conclusions

In this work we have evaluated how data com-
pression affects the network and system per-
formance for CMPs with 3D NoCs. We also
presented what difference on performance is
made with an adaptive scheme of data compres-
sion proposed in the paper. We find that in a
bandwidth limited situation like a CMP with
3D NoCs, data compression is always promis-
ing in terms of relaxing the bandwidth limita-
tion. We have found that both the static and
adaptive compression schemes can improve the
performance of the 3D CMP model by up to
13%; and for latency, both approaches imply
a reduction of up to 12%. A positive conse-
quence we found is for nearly all cases we have
tested, the adaptive compression scheme incurs
more latency reduction than the static one; but
for performance improvement, the results are
very application-specific and implementation-
aware. We found that write-back traffic and
the physical location of memory controllers are
important factors affecting the performance im-
provement of our proposed adaptive approach.
Another observation is, with both compression
schemes, performance boost is almost always
positive.
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