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Aesthetic Quality Classification of Photographs

Masashi Nishiyama†1,†2 and Yoichi Sato†1

The aesthetic quality of a photograph is a significant cue for inferring the
level of appreciation that arises when people view digital content on various
types of computer systems. It would be useful to classify the aesthetic qual-
ity in photographs to more easily edit large photograph collections that are
available because of the widespread use of digital cameras and the Internet.
The research community is currently tackling this challenging problem of aes-
thetic quality classification, which automatically assesses whether a photograph
generates aesthetic appreciation. This paper focuses on developing techniques
for aesthetic quality classification of photographs. In particular, we discuss
detecting of multiple-subject regions and assessing color harmony in order to
enhance the performance of aesthetic quality classification. These techniques
play an important role in determining aesthetic quality. We statistically build
these quality classifiers using large photograph databases collected on websites
where users manually provide quality labels to photographs. Furthermore, we
demonstrate that our aesthetic quality classifier emulates how people edit large
photograph collections.

1. Introduction

The demand for human-centered computer systems is increasing due to the
ever-increasing diversity of user needs. To achieve the goal of providing fast
services suited to different people and environment and enabling these systems
to interact more naturally with people, human-centered computer systems have
been in a state of continuous development for the past few decades.

To build human-centered computer systems, two types of user information must
be automatically recognized: external and internal. External information is rec-
ognized from visible human surfaces, e.g., the face, body, and hands. Internal
information is inferred from physiological and/or behavioral signs of internal con-

†1 The University of Tokyo
†2 Toshiba Corporation

ditions, such as impressions, appreciation, and preferences, and is more difficult
to recognize clearly.

Pattern recognition2) and computer vision48) are the core technologies that
support the recognition of both types of user information in human-centered
computer systems. Recently, useful real-world applications that recognize exter-
nal information have gradually emerged. For instance, significant advances have
been made in face recognition3),21),52), a function that is used in video surveillance,
watch-list monitoring, and digital cameras, on the basis of pattern recognition
and computer vision techniques. Similarly, major technologies for recognizing
external information have been established, and many researchers still continue
to develop them. On the other hand, the development of technologies for recog-
nizing internal information, which has only recently begun, has become an active
research area in the fields of pattern recognition and computer vision.

One of the most important aspects of recognizing internal information is the
aesthetic appreciation that arises when people view digital content on various
types of computer systems, e.g. mobile phones, TV monitors, PCs, and digital
signages. Many people now have various opportunities to view large collections
of digital content such as the large number of photographs they have owing to
the widespread use of digital cameras and the Internet.

To manipulate such large photo collections on human-centered computer sys-
tems, it would be useful to evaluate the aesthetic appreciation these photographs
generate. In particular, the aesthetic quality of photographs serves as a signifi-
cant cue for inferring human appreciation. For instance, we can readily identify
photographs with high (or low) aesthetic quality from those shown in Figure 1.
Researchers are currently trying to solve this challenging problem of aesthetic
quality classification, which automatically assesses whether a photograph will
gain people’s appreciation.

In this paper, we focus on developing techniques for aesthetic quality classifica-
tion that distinguish between high- and low-quality photographs. In particular,
we studied the detection of multiple-subject regions and the assessment of color
harmony to enhance aesthetic quality classification of photographs. We aim to
construct an aesthetic quality classifier that represents the opinions of a major-
ity of people. Furthermore, we demonstrate that our aesthetic quality classifiers
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Fig. 1 Examples of high- and low-quality photographs. We present an aesthetic quality clas-
sification method that automatically distinguishes high- or low- quality photographs.

emulate how people organize large photo collections. Our results indicate that
the quality classifiers above play an important role in determining the aesthetic
quality of photographs.

1.1 Definition of aesthetic quality
We define high- or low-aesthetic-quality photograph by seeing whether the pho-

tograph generates a lot or little aesthetic appreciation in a majority of people.
Photographs with both aesthetic qualities can be collected from databases avail-
able on websites, e.g. DPChallenge10), and Photo.net38). Various users often
manually provide aesthetic quality scores to photographs in these large photo
databases. We have used the average value of a quality score for each photograph
to determine its aesthetic quality label: high and low average values determined
high- and low-quality photographs. Note that we do not consider highly artistic
photographs to be any different from other photographs in terms of aesthetic
quality.

1.2 Outline
First of all, Section 2 describes an aesthetic quality classifier with multiple sub-

jects. First, we detect multiple-subject regions that contain attention grabbing
salient pixels in a photograph. We also detect the background region. From these
detected regions, we extract features based on the rule of thumb for photogra-

phy. We combine these features to show the relationship among multiple-subject
regions and the background region. The combined features are then used to
classify the aesthetic quality of a photograph. The prior works on this issue
considered only a single-subject region. The advantage of our method is that
it can deal with photographs containing multiple-subjects, for example, a flower
among leaves or individual buildings in a landscape. Our method can extract
more detailed features from multiple-subject regions than from a single-subject
region.

Next, Section 3 describes the aesthetic quality classifier based on color harmony
assessment of photographs. Color harmony plays an important role in various
aspects determining the perceived quality of a photograph; furthermore, color
harmony should be taken into account to enhance the ability of automatic aes-
thetic quality classification. In this section, we tackle the challenging problem of
evaluating the color harmony of photographs, particularly for aesthetic quality
classification. A key observation is that a photograph can be seen as a collection
of local regions whose color variation is relatively simple. This has led us to
develop a method for assessing aesthetic quality of a photograph on the basis of
a photograph’s color harmony.

In Section 4, we describe an application using aesthetic quality classification.
We design a technique for automatically cropping a photograph using a quality
classifier that assesses whether the cropped region is agreeable to users. We first
trim the original image and then decide on the candidates for cropping. We
find the cropped region with the highest quality score by applying the quality
classifier to the candidates. Section 5 concludes the paper and describes possible
future directions.

2. Aesthetic quality classifier with multiple subjects

To enhance the performance of an aesthetic quality classifier, features extracted
from a photo play an important role. The existing methods of aesthetic quality
classification extract features from a whole photo, or a single-subject region de-
tected in a photo. However, such features often perform poorly when classifying
aesthetic quality because often there is more than one subject in a photo.

In this section, we present an aesthetic quality classification method that uses
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the features extracted from multiple-subject regions. Detecting multiple regions
can be useful to enhance the recognition performance of aesthetic quality classi-
fication. Our method detects multiple-subject regions and a background region
from the whole photo and extracts the features based on the rule of thumb for
photography. After combining these features, we classify the aesthetic quality la-
bels. We train an aesthetic quality classifier using photos with manually labeled
aesthetic quality. Our experiments demonstrate that our method with multiple
subjects outperforms the existing methods in large photo datasets.

2.1 Multiple-subject regions
We study the detection of multiple-subject regions for aesthetic quality classi-

fication. Luo et al.27) have proposed a method for determining a subject region
using the amount of blur at each pixel. This section also assumes that a back-
ground region is blurred to emphasize the subject region. This assumption is
valid for a clear subject such as the dragonfly in Figure 2 (a), but is invalid for
a vague subject such as the landscape in (d). The amount of blur sometimes
makes it very difficult to separate a subject region from a background region,
e.g., Figure 2 (e). These regions are unsuitable for feature extraction. Further-
more, there is not always only one subject. Loui et al.24) uses a saliency map
instead of the amount of blur. However, they utilize only a single subject region
to extract features.

We present a new quality classifier that is based-on the rules of thumb for pho-
tography exploiting multiple subjects to improve the performance of the quality
classification. Figures 2 (c) and (f) show examples of multiple-subject regions.
The subjects in these figures can capture the contents of the photos in more
detail than the one in (b) and (e), e.g., a dragonfly, leaves, and buildings. The
compositions of multiple subjects could drastically influence the quality. Thus,
we believe that the features extracted from multiple subjects are of a stronger
quality classification than the ones from a single subject.

We aim to construct an aesthetic quality classifier that represents a consen-
sus from the majority of people. This quality classifier is trained from large
photo databases where various people insert quality scores to various photos.
These databases consist of photo collections that are available on the Internet
(DPChallenge10) & Photo.net38)). In the DPChallenge and Photo.net, various

Fig. 2 Examples of subject and background regions. Figures (a) and (d) are original images.
The blue boxed regions in Figures (b) and (e) are the subjects detected by Luo’s work.
The yellow ones in Figures. (c) and (f) are the subjects detected by our method. A
background region is set to a region other than that of the subjects. Our method
aims to extract the features for quality classification from the compositions of multiple
subjects.

people insert their scores to various photos. Note that we do not consider highly
artistic photos any differently than other photos in terms of quality.

2.2 Procedure of classifier with multiple subjects
Our quality classifier is composed of the four steps shown in Figure 3: (1)

given a photo we detect multiple-subject regions using a saliency map, (2) we
next extract the features representing the basic techniques for photography from
each region, (3) we then compute a posterior probability that the feature is
matched as high quality, and (4) finally, we determine the actual quality using
the combined probabilities. Each step is described in detail below.

2.2.1 Detecting multiple-subject regions
Our method detects multiple-subject regions using the low-level saliency map

proposed by Itti et al.16). We use the k-Means clustering method11) against a
saliency map to acquire the subject regions. In the clustering, we use a vector as

v = (n(x), n(y), n(ax,y)) , (1)
where ax,y is a saliency value at coordinate (x, y), and n( ) is a function that nor-
malizes the range of each value. From k clusters divided by the k-Means method,
the subject regions are assigned to m(< k) clusters whose average saliencies are
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Fig. 3 Our quality classifier is composed of four steps: (1) detecting multiple-subject regions
and a background region, (2) extracting features from the regions, (3) estimating a
posterior probability against each feature and (4) determining the quality score using
the combined probabilities.

higher. A subject region Ri is set by fitting a bounding rectangle against the
(x, y) coordinates of each cluster. A background region Rm+1 is set to a re-
gion other than the subject regions. Then, the k,m parameters are empirically
determined.

2.2.2 Extracting features
We extract the features representing the basic techniques for photography for

each region Ri(i = 1, . . . , m + 1), e.g., no camera shakes and adequate exposure.
We design the edge, color, and blur features by referring to the rules of thumb
described in photography handbooks.
• Edge fi,e is a histogram of 256 bins generated from the vertical and horizontal

Sobel filter outputs.
• Color fi,c is a histogram of 512 bins generated from 8×8×8 segmented values

in the RGB color space.
• Blur fi,b is a 1024 dimensional vector of amplitude values calculated by using

the discrete Fourier transform and a 32 × 32 resampling in the Frequency
domain.

2.2.3 Estimating posterior probabilities
We estimate the posterior probability representing a rate in which a feature

is matched as high quality. The probability is computed from an output that is
estimated using the Support Vector Machines (SVM)50) using training samples
with high- or low aesthetic quality labels. We use photos with higher aesthetic
quality scores given by people for the photo collections as high aesthetic quality
label training samples, and vice-versa.

Given the feature fi,j(j = e, c, b) of a subject region Ri(i = 1, . . . ,m), the
output si,j is defined as

si,j = SVM subject,j(fi,j) . (2)
The sign of output represents the label of the high/low quality for each feature.
An output for a background region is also defined as

sm+1,j = SVM background,j(fm+1,j) . (3)
Since the output is a normalized distance from a separating hyperplane, the
posterior probability Pi,j is calculated by fitting the output si,j to the Sigmoid
function as

Pi,j(high|si,j) =
1

1 + exp(Asi,j + B)
, (4)

where A, B are constants determined from training samples by using a previously
reported technique22),40). The probability Pi,j of a high-quality photo is close to
1 , and the one of a low-quality photo is close to 0. See the references for more
details.

2.2.4 Combining posterior probabilities
We determine the quality score by combining the posterior probabilities. For

instance, Meynet et al.30) have combined the probabilities by using sum, product,
or median of them. The use of sum, product, or median often performs poorly
in classifying aesthetic quality.

To represent the relationship between multiple-subject and background regions,
we use a combined feature consisting of the posterior probabilities and the prod-
uct of a pair of probabilities as

fall = (P1,e, P1,c, P1,b, . . . , Pm+1,e, Pm+1,c, Pm+1,b,

P1,e · P2,e, P2,e · P3,e, . . . Pm−1,b · Pm,b, Pm,b · Pm+1,b) . (5)
A quality score is defined as

q = SVM all(fall) . (6)
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2.3 Effectiveness of multiple subjects
We evaluated the performance of our quality classifier on several photo collec-

tions (DPChallenge, and Photo.net). Each database has a different tendency in
the quality scores given by people. We mixed the databases to create quality di-
versification. The mixed database consisted of 15,220 (= 13, 420+1, 800) photos.
From DPChallenge, the top and bottom 10% of quality scores were assigned as
the high- and low-quality photos in the reference18). From Photo.net, the top and
bottom 20% were assigned as the high- and low-quality photos in the reference7).
After dividing each photo collection in half, one was used for the training samples
and the other was used as the test samples.

We compare the performance of the quality classifiers using the following meth-
ods for feature extraction.
• Pixel value: a feature is extracted by raster-scanning the RGB value after

down-sampling to 32 × 32 pixels.
• Edge: a feature is an edge histogram of the Sobel filter outputs fwhole,e

extracted from a whole photo.
• Color: a feature is a color histogram of RGB values fwhole,c extracted from

a whole photo.
• Blur: a feature is amplitude values calculated by using the discrete Fourier

transform fwhole,b computed from a whole photo.
• Linking: a feature is extracted by simply concatenating as flinking =

( f1,e
T, f1,c

T, f1,b
T, . . . , fm+1,e

T, fm+1,c
T, fm+1,b

T ).
• BoK: a feature is extracted by using Bags-of-keypoints6) for generic object

recognition and image retrieval.
• Whole image: a feature is extracted from an entire photo such as that

in the references7),18). Our features fwhole,e, fwhole,c, fwhole,b were extracted
from an entire photo instead of the features described in the references7),18).
Posterior probabilities were computed from the features and were combined
using our approach.

• Single subject: a feature is extracted from a single-subject region and
background region such as in Luo et al.27). We applied the same method
for detecting a subject region as that described in the reference27), but used
only our features fi,j . The posterior probabilities were computed from the

features and were combined using our approach.
• Multiple subjects (simple): a feature is extracted from multiple-subject

regions and background region such as our method. But, we simply combine
the posterior probabilities of blur, color, and edge as

fall′ = (P1,e, P1,c, P1,b, . . . , Pm+1,e, Pm+1,c, Pm+1,b) . (7)
• Multiple subjects: our feature fall (see Sec. 2.2.4). We detect multiple-

subject regions and a background region from a whole photo and extract
blur, color, and edge features representing the rule of thumb of photography.
After combining those features, we perform aesthetic quality classification.

A SVM was applied to each extracted feature. A SVM without using ker-
nels was used since it has approximately the same recognition performance as a
SVM with non-linear kernels (polynomial, sigmoid, rbf). We obtained a better
performance when using k = 12, m = 5 in this experiment.

Figure 4 shows the classification performance as a recognition rate: the prob-
ability that the quality estimated using each classifier is matched to the correct
quality. The ‘Pixel value’ performance is nearly equal to a random guess. The
‘Color’, ‘Edge’, and ‘Blur’ obtain improved performance compared with ‘Pixel
value’. The ‘Whole image’, ‘Single subject’, and ‘Multiple subjects’ performances
are superior to the ‘Linking’ one. Our ‘Multiple subjects’ quality classifier is su-
perior to the ‘Single subject’ one. Our classifier achieved about a 71% accuracy
for this difficult task. More experimental results were demonstrated in the refer-
ence35).

3. Aesthetic quality classifier based on color harmony assessment of
photographs

The perceived quality of a photograph depends on various aspects, e.g. color,
composition, lighting, and subjects appearing in the photograph. In this section,
we focus on color harmony assessment because the colors of photos significantly
affect their perceived quality.

The existing models15),17),29),32) proposed in the field of color science consider
the color harmony of a simple color pattern such as the ones shown in Figure 5 (a).
These models can be used to assess colors of many man-made objects such as cars,
clothes, and websites. Unfortunately, however, they perform poorly in assessing
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Fig. 4 Comparison of aesthetic quality classification performance for large photo collections.
Our ‘Multiple subjects’ quality classifier is superior to ‘Single subject’ classifiers.

the color harmony of a photo such as shown in Figure 5 (b). This is because
the color distribution of a photo is often significantly more complex in both color
and spatial domains than those considered in the existing color harmony models.
Thus, the existing models cannot be used for assessing the color harmony of
photos with complex color distributions.

The color harmony of photos has been largely ignored in the existing methods
of aesthetic quality classification7),18),24),27),35). In those methods, a global color
histogram computed from an entire image is employed as one of the image features
for evaluating the aesthetic quality of the image. Only recently has the research

Fig. 5 Complexity of color harmony of photos. We wanted to bridge the gap between sim-
ple color patterns and actual colors appearing in photos and develop a method for
automatically assessing the color harmony of photos.

community started to look at the color harmony of photos, e.g. inferring affective
words from photos of a limited category45).

This section addresses the challenging problem of assessing the color harmony
of photos. We propose a method for automatically evaluating it to enhance the
performance of aesthetic quality classification. Our key observation is that a
photo can be seen as a collection of local regions whose color variations are rela-
tively simple. Our preliminary experiments show that the sum of color harmony
scores computed from the local regions of a photograph is closely related to its
aesthetic quality. Based on this observation, we developed a method for color
harmony assessment of photos. In our method, a color harmony model is applied
to each local region of an image to evaluate distributions of relative values of hue,
lightness, and chroma to the dominant color in the region, and then the result
is integrated to describe the entire image in the bag-of-features framework. Our
experimental results demonstrate that our aesthetic quality classification method
that explicitly takes into account the color harmony of a photo outperforms the
existing methods.

Our present work is closely related to two topics: aesthetic quality classification
and color harmony models. This section summarizes prior work in each of them.
Aesthetic quality classification:

Some researchers have proposed aesthetic quality classification meth-
ods7)–9),18),24),27),43) and the use of the aesthetic quality for applications such as
image cropping and recomposition1),23),35). In contrast to the conventional im-
age quality measures51),53), aesthetic image quality measures are advantageous
because they are more closely correlated with our impressions of images.
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Fig. 6 The Moon-Spencer model for color harmony assessment. The model assesses the re-
lationship between two colors by comparing a chosen color value with a certain color
value. When the relative value between them does not appear in the region of ‘Ambi-
guity’, the model tells us that the two colors are in harmony.

The existing aesthetic quality classification methods distinguish high- and low-
quality photos using a classifier trained from a large collection of image samples,
typically collected from the Internet, with manually provided aesthetic quality
scores. For better classification accuracy, it is essential to choose good image
features. In the previous methods, each photo is described with empirically
chosen features such as the rule of thirds, color histogram, and the size and
position of a salient region in the image. Here, we argue that simple color features
like color histograms are insufficient, and it is essential to consider color harmony
when evaluating aesthetic quality properly.
Color harmony models:

There have been two major models proposed in the field of color science for eval-
uating color harmony: the Moon-Spencer model32) and the Matsuda model29).

The Moon-Spencer model handles a simple color pattern consisting of two
colors such as in Figure 5 (a). This model is based on psychological experiments
by evaluating the relationship between a color pattern and its affection when
the pattern is shown as a stimulus. The model computes the relative value
between two colors in the Munsell color system. As Figure 6 illustrates, when
the relative values of hue, chroma, and lightness do not appear in ‘Ambiguity’,
the two colors are considered to be in harmony. The model presents three types of
color harmony. ‘Contrast’ is a certain color being largely different from a chosen
color, ‘Similarity’ is a resembling color, and ‘Identity’ is the same color.

Fig. 7 Assumptions on assessing the color harmony of photos. We observed that (a) a local
region is regarded as a simple color pattern and assume that (b) a photo consists of
a collection of simple color patterns. We developed a method for assessing the color
harmony of a photo by using a collection of local regions.

The Matsuda model was developed for designing clothes based on simple pat-
terns with a few colors. Matsuda presented nine harmonic templates that define
ranges where colors are in harmony on the hue circle. This model also uses rela-
tive hue values such as the Moon-Spencer model, and it has been used in certain
computer graphics and pattern recognition applications. For instance, Cohen-Or
et al.4) proposed a method for color transfer while maintaining color harmony by
fitting the model to a hue histogram counted in an object region. Existing color
transfer methods14),19),39),41) does not take into consideration the agreeability that
a transferred color distribution give people. Tokumaru et al. have proposed a
color design support system by using the model49). Moorthy et al.33) exploited
the model to assess the color harmony of videos by comparing the model with
hue histograms counted from the whole image.

Unfortunately, we cannot apply those methods of color harmony for the prob-
lem of aesthetic quality classification of images. This is because the color distri-
bution of images is significantly more complex than a simple combination of few
color patches. As shown later in Figure 12, the use of the Moon-Spencer and the
Matsuda models for a whole photo is not suitable for color harmony assessment
of photos.

3.1 Assessing color harmony of photos
As shown in Figure 5, the distribution of colors in a photo is more complicated

than simple color patterns in both the color and spatial domains. Therefore, there
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would be a large gap between the previously proposed color harmony models for
simple color patterns and that for a photo.

To cope with the difficulty, we exploit the fact that, when we observe a local
region of a photo, the distribution of colors within the region is relatively simple,
as illustrated in Figure 7 (a). Therefore, we could consider each region to have a
simple color pattern and evaluate the color harmony of the region by using the
color harmony models for simple color patterns. Because a photo is a collection
of all the local regions, the color harmony of the entire photo could somehow be
computed from the color harmony scores of the local regions.

Our preliminary experiments demonstrate that we can represent a photo as a
collection of local regions with color patterns and use the collection to assess the
whole photo. The sum of the color harmony scores computed from local regions of
a photo by using the Moon-Spencer model is positively correlated with aesthetic
quality of the photo. In addition, a photo with high (low) aesthetic quality often
contains a large number of local color patterns with high (low) color harmony
scores.

Based on these observations, we developed a method for assessing the color har-
mony of photos. Our method assumes that a photo is described by a collection of
simple color patterns as shown in Figure 7 (b), and classifies the aesthetic qual-
ity of the photo on the basis of the frequency of appearance, i.e. the histogram
of those color patterns (Figure 8). Specifically, local regions are sampled from
a photo, and each region is described by a feature based on the color harmony
models for simple color patterns. Then, these features are quantized, and the
photo is represented by the histogram of those quantized features. Finally, the
aesthetic quality of the photo is determined by a classifier trained with labeled
photos.

Our method has analogical aspects to the technique called bags-of-
features6),12),20),36),46),54) for generic object recognition and image retrieval. One
of the difficulties in these research areas is that the appearance of an object
drastically varies depending on imaging conditions such as camera viewpoint,
object pose, and illumination. To alleviate this difficulty, the technique repre-
sents an image as a set of local features insensitive to imaging conditions. Thus,
in this sense, our method for assessing the color harmony of photos can be termed

Fig. 8 Histogram features representing color harmony. Our method prepares representative
local regions as prior knowledge for assessing the color harmony of photos and counts
the frequency of appearances of local regions that are similar to the representative
regions in a photo. The histogram features tell us the difference in the color harmony
between photos.

bags-of-color-patterns. The descriptor of a local region computed from the color
harmony models is a counterpart of the descriptor of local features such as SIFT
for generic object recognition.

3.2 Bags-of-color-patterns
The proposed method (1) samples local regions of a photo, (2) describes each

local region by features based on color harmony models for simple color patterns,
(3) quantizes these features, and (4) represents the photo as a histogram of
quantized features. Finally, it uses an SVM classifier50) trained by using sample
photos with aesthetic qualities labeled by various people who assessed the color
harmony of the whole photo. The steps are described below.

3.2.1 Sampling local regions
Our method uses a grid-sampling technique to extract a set of local regions.

The operators used in existing methods for object recognition, e.g. Difference
of Gaussian25), Maximally Stable Extremal Regions28), Harris-Hessian31), and
Features from Accelerated Segment Test42) are not suitable for color harmony
assessment because not only the colors around the edges and corners but also
those in uniform regions affect the perceived aesthetic quality of a photograph.

The grid-sampling technique extracts local regions with a fixed size from equally
spaced positions. We empirically determine the size of the regions and the sam-
pling density to determine the number of the regions cropped from a single photo.
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Fig. 9 Sampling local regions. We extract local regions from a whole photo using a grid-
sampling technique, and distinguish the regions that contain color boundaries. The
pixel value in (a) represents a color boundary computed from a photo shown in Fig-
ure 5 (b). We make two sets of local regions with/without color boundaries in (b).

We experimentally confirmed that aesthetic quality classification is not necessar-
ily sensitive to the parameters for grid-sampling.

The Moon-Spencer model shown in Figure 6 tells us that a simple color pattern
is in harmony when colors in the pattern are ‘Identity’, ‘Similarity’, or ‘Contrast’.
This means that uniform regions are usually in harmony but regions around edges
and corners are in harmony only when the colors within a region are similar or
contrasting. In order to incorporate the reason why the color of a local region is
in harmony into our method, we distinguish uniform regions from regions around
edges and corners, and treat them separately. We divide a whole photo into
segments by using mean shift segmentation5), and detect color boundaries by
using discriminant analysis37), as shown in Figure 9 (a). We split a set of local
regions into those with/without color boundaries as illustrated in Figure 9 (b).

3.2.2 Describing local regions
The Moon-Spencer model shows that the color harmony of simple color patterns

such as one with two colors can be described by the difference between two colors:
the hue, chroma, and lightness values relative to the chosen color. Motivated
by the Moon-Spencer model, we find the dominant color of a local region and
describe the local region by using the hue, chroma, and lightness values relative to
the dominant color. It is worth nothing that the existing methods for aesthetic
quality classification use absolute values, i.e. the usual pixel values in RGB
channels, and not the relative values.

Fig. 10 Local descriptor for assessing color harmony in a local region. To compute relative
values, we determine the dominant color in a local region, such as red in (a). Next, we
plot the two histograms of (b) by using relative colors with respect to the dominant
color.

Specifically, we describe local regions based on the Moon-Spencer model as
follows. First, we convert pixel values within a local region from RGB color
space to the Munsell color system⋆1. Then, we find the dominant color of the
region based on the hue values. We compute the hue values relative to the
dominant color by subtracting the hue value of the dominant color from that of
each pixel, and obtain the histogram of the relative hue values as illustrated on
the top side of Figure 10 (b). Motivated by the analogy with the difference of hue
values in the Moon-Spencer model shown in Figure 6 (a), we use this histogram
for describing a local region. In addition, we compare the average values of
chroma and lightness on the pixels with the dominant color, and subtract these
average values from chroma and lightness of each pixel. Thus, we obtain 2D
histogram of the relative chroma and lightness values illustrated on the bottom
side of Figure 10 (b). This histogram is an analogy to the differences of chroma
and lightness in Figure 6 (b). Finally, we concatenate the histogram of relative
hue values and the 2D histogram of relative chroma and lightness into a single
vector, and use it as the descriptor of a local region.

3.2.3 Quantizing local descriptors
As is often the case with bags-of-features for generic object recognition and

⋆1 We used a table published by Berns et al. of the Rochester Institute of Technology
http://www.cis.rit.edu/mcsl/online/munsell.php. The table provides values going from the
Munsell color system to CIE xyY color space. Note that we calculated values not in the
table by using a linear interpolation technique.
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Fig. 11 Quantizing local descriptors. We compute local descriptors of (a) from local regions
with/without color boundaries to generate codebooks. We plot the two histograms of
(b) by using visual words in the codebooks. We concatenate the histograms to make
a feature representing a whole photo.

image retrieval, we also quantize local descriptors by using visual words in code-
books. First, we obtain a large number of local descriptors from training samples
as shown in Figure 11 (a). Then, we generate two codebooks for local descriptors
with/without color boundaries by using the k-means clustering method11).

3.2.4 Representing a whole photo
By using those codebooks, we compute the frequency of appearance, i.e. the

histograms of quantized local descriptors with/without color boundaries as il-
lustrated in Figure 11 (b). We concatenate the histograms for local regions
with/without color boundaries into a single vector. Unfortunately, however, the
vector cannot represent the distribution of colors in spatial domain because the
descriptors of local regions have no information about their spatial locations.

Accordingly, in order to incorporate spatial information into the descriptor for
a whole photo, we divide a photo into rectangular segments and obtain a vector
(histogram) from each segment. Finally, we concatenate those vectors into a
single vector and use it for representing a whole photo.

3.3 Color harmony assessment for photos
We tested our method using a photo collection available on the Internet

(DPChallenge10)). On the web site, various people have given aesthetic scores
to various photos. We collected 124,664 photos in 14 categories and removed all
the sepia-tone, and black and white photos from them. Let us first provide the
detail of those photo collection. In our experiments, the top and bottom 10%
of scores were deemed the high- and low-quality photos. We trained our system
using half the photo collection and tested our system using the other half.

We compared the performance of our method in two aspects: (1) considering
color harmony based on a ‘Whole’ photo or dividing it into a set of ‘Local’ regions,
and (2) evaluating harmony in color using its ‘Absolute’ or ‘Relative’ color values.
A feature representing color harmony of a photo is computed using either existing
models of color harmony29),32), absolute values in color of the photo, or its relative
values. All of these methods are tested for ‘Whole’ and ‘Local’ cases. More detail
on our test cases are summarized as follows: an SVM with a linear kernel was
used for all cases except ‘Matsuda’ and ‘Moon-Spencer’ cases, 2, 304 local regions
were extracted from a photo, and the size of each region was 32×32. We compare
the following methods.
• Whole, Matsuda: a feature is designed from the harmonic templates of the

Matsuda model29). We computed a hue histogram in CIE LCH color space
from a whole photo and evaluated the similarity between the templates and
the histogram using the technique described in the references4),33).

• Whole, Moon-Spencer: a feature is extracted from a whole photo by
using the Moon-Spencer model32). We computed the histograms of relative
values of hue, chroma, and lightness, and summed bins corresponding to the
‘Contrast’, ‘Similarity’, and ‘Identity’ in Figure 6.

• Local, Moon-Spencer: a feature is the sum of color harmony scores using
the Moon-Spencer model from local regions of a photo.

• Whole, Absolute (Chroma): a histogram of chroma values extracted from
a whole photo in CIE LCH color space.

• Whole, Absolute (Hue): a histogram of hue values extracted from a whole
photo in CIE LCH color space.

• Whole, Absolute (RGB): a histogram of pixel values extracted from a
whole photo in RGB color space.

• Local, Absolute (Chroma): a feature extracted from a collection of local
regions. A local region was described by using chroma histogram. We used
our method described in Section 3.2.3 to combine the descriptors.

• Local, Absolute (Hue): a feature computed from a collection of local
regions. A local region was described by using hue histogram.

• Local, Absolute (RGB): a feature computed from a collection of local
regions. A local region was described by using RGB histogram.
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• Local, Relative (Hue): our color harmony feature described in Section 3.2.
We used only hue values relative to the chosen color for describing a local
region. The feature was extracted from a collection of local regions. The
number of dimensions of our local descriptor was 100.

• Local, Relative (Hue, Chroma, Lightness): our color harmony feature
described in Section 3.2. We used hue, chroma, and lightness values relative
to the chosen color for describing a local region. The feature was extracted
from a collection of local regions. The number of dimensions of our local
descriptor was 200.

Figure 12 shows the classification performance as a recognition rate: the prob-
ability that the quality inferred using each feature matched the correct quality.
The plot shows the average rate among the 14 categories. In this Figure, we
clearly see that the ‘Local’ feature using a set of local regions is superior to the
‘Whole’ feature extracted from the whole photo and it is effective for existing
models of color harmony. Also, we see that the features of ‘Relative’ values are
superior to the one of ‘Absolute’ value. Overall, our ‘Local, Relative’ method
outperforms the alternative features and achieved about 66% accuracy in this
difficult task.

Figure 13 shows the classification results by using the proposed method:
(a) photos with high color harmony and (b) photos with low color harmony. A
comparison showed that the photos in (a) have more pleasant color distributions
and spatially better balanced. More experimental results were demonstrated in
the reference34).

4. Application using aesthetic quality classification

In this section, we present a novel method for automatically editing a photo
using a quality classifier that assesses whether the cropped region is agreeable to
users.

Cropping is a technique used for removing the unwanted subjects and irrele-
vant details from a photo, to change its aspect ratio, and to improve its overall
composition. The technique plays an important role in various photo editing
tasks, e.g., making a thumbnail for easily visualizing a large number of photos
or printing a digital photo of an arbitrary size on paper of a specific size. Large
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Fig. 12 Performance of assessing the color harmony of photos in the DPChallenge dataset.

photo collections are now available with the widespread use of digital cameras
and the Internet. Automating photo cropping is essential for editing such a large
amount of photos without requiring iterative user operation.

Prior work on automatic photo cropping has taken only the attention grabbing
regions that consist of salient pixels in an original photo into consideration. The
relevant papers thus only address how to estimate where the region of attention
lies in a photo. Suh et al.47) made their estimates using a low-level saliency
map. The saliency is small in a uniformly textured region, and large in a region
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Fig. 13 Examples of photos classified from their color as being of high quality (a) and low quality (b).

with a complex texture, edge and/or corner. Santella et al.44) semi-automatically
determined the region of attention by estimating the gaze of a user looking at
each photo. Luo26) determined the region by estimating the contents in a photo
using the structural features, e.g., the centrality and shape, and the semantic
features, e.g., the face, or the sky. This section calls these approaches attention-
based cropping.

Although attention-based cropping is effective for emphasizing the regions of
attention, it does not take into consideration the agreeability that the cropped
regions give users. Thus, the regions are not necessarily agreeable to users. This
sometimes causes a problem in that users feel the regions are low quality and do
not satisfy the outputs of the automatic photo cropping.

We propose a novel automatic photo cropping method with a quality classifier
that automatically distinguishes between the high- and low-quality regions of a
photo to ensure there is a higher level of agreeability for the cropped region. We
call our method sensation-based cropping. To the best of our knowledge, the
work presented in this section is the first effort to introduce aesthetic quality
classification into automatic photo cropping. Experiments demonstrated that

our method, which uses the quality classifier for the automatic photo cropping,
outperforms an existing cropping method47).

4.1 Sensation-based photo cropping
We start with an overview of our method, which is illustrated in Figure 14.

To find a region for cropping, the candidates for a region Ix,y,w,h with the top-
left corner coordinates (x, y) and a width w and a height h of a rectangle are
generated from the original photo by trimming it. An aesthetic quality score
qx,y,w,h is estimated by applying the quality classifier to each candidate. As
the quality score increases, a given region is considered high quality. Finally, a
cropped region is determined by finding the candidate with the highest aesthetic
quality score. Currently, this is done by a brute-force search, but other more
sophisticated methods could also be used.

An aesthetic quality classifier is required to achieve sensation-based cropping.
We built a classifier with multiple subjects described in Section 2.2. This classifier
detects multiple-subject regions by using a saliency map, extracts the features
representing the basic techniques for photography from each region, computes a
posterior probability that the feature is matched as high quality, and determines
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Fig. 14 Overview of sensation-based cropping. This section introduces a quality classifier for
automatic photo cropping. To find a cropped region, we generate the candidates for a
region by variously trimming the original photo, and then by estimating the aesthetic
quality score by applying a quality classifier to each candidate. A cropped region is
determined by finding the candidate with the highest quality score.

the actual aesthetic quality using the combined probabilities.
4.2 Experiments of automatic photo cropping
We demonstrated our automatic photo cropping by conducting a subjective

assessment between the regions cropped by our method and ones by Suh et
al.’s method47). We used 200 photos downloaded from Flickr13) by searching
for photos with a ‘wide angle’ tag. Note that the photos of human faces were
removed since we believe that cropping using a face detector performs better than
our approach. We showed a pair of regions cropped by our method and Suh et
al.’s method to 30 people in random order. We asked each person to select within
a 3 to 5 second period which result they preferred per pair. For each photo we
defined the selection rate that represents the percentage of the people preferring
our result.

Figure 15 show some examples of the original photos and the cropped regions.
The photos in those Figures obtained a high selection rate expected a photo in
Figure 15 (f) that obtained a low selection rate. In (a)-(e), the cropped region
using our method was more agreeable to users than that compared with the one
using Suh et al.’s method. In our unoptimized implementation on a single core
2.8-GHz processor, cropping took several minutes per photo.

Figure 16 shows a stacked bar graph in terms of the selection rate given by 30
people. As we can see, our method obtains a more significantly improved perfor-

Fig. 16 Subjective assessment of automatic photo cropping. We grouped 200 photos into
‘Our method’ obtaining over a 65% selection rate, and ‘Suh et al.’s method’, which
obtained a selection rate under 35%, and the rest was ‘Neutral’.

mance than Suh et al.’s method47). More experimental results were demonstrated
in the reference35).

5. Conclusions

In this paper, we presented the development of techniques for classifying aes-
thetic quality. Specifically, we presented the following two ideas to improve the
aesthetic quality classification performance: detecting multiple-subject regions
and assessing color harmony. We showed that these ideas play an important
role in determining the aesthetic quality of photographs through evaluations of
classification performance.

5.1 Contributions
The salient contributions of this paper are summarized as follows:
• Aesthetic quality classification with multiple subjects

We presented an aesthetic quality classifier that is based on rules of thumb for
photography to improve the performance of aesthetic quality classification.
We detected multiple-subject regions and a background region and extracted
features from these regions. The merit of this technique is that the quality
classifier deals with photographs containing multiple subjects, for instance,
a flower among leaves or individual buildings in a landscape. Our technique
extracts more detailed features from multiple-subject regions than from a
single-subject region. We showed that our technique with multiple subjects
for aesthetic quality classification outperforms existing methods in the case
of large photograph datasets available on the Internet.

• Aesthetic quality classifier based on color harmony assessment of
photographs
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Fig. 15 Examples of automatic photo cropping. In (a)-(f), we show that the original photo (right) is automatically cropped to the
regions using Suh et al.’s method (center) and our method (left). Our results had a higher selection rate for the subjective
assessment than Suh et al.’s except for the results in (f).

Color harmony plays an important role in enhancing the effectiveness of aes-
thetic quality classification. To overcome the difficulty in evaluating the color
harmony of a photograph owing to the complexity of color distribution, we in-
troduced the bags-of-color-patterns representation. A key observation in this
paper is that a photograph can be seen as a collection of local regions whose
color variation is relatively simple. This led us to develop a technique for
assessing the aesthetic quality of a photograph by using the bags-of-features
framework. We showed that our technique substantially more accurately
classifies aesthetic quality than the existing methods in the case of a large
dataset in the DPChallenge.

• Sensation-based photo cropping
We presented a technique for automatically cropping a photograph using an
aesthetic quality classifier. Our technique ensures a higher level of agreeabil-
ity for the cropped region. To the best of our knowledge, this is the first effort
that considers human appreciation for photograph manipulation. We showed
that the regions cropped using our technique generate greater appreciation
than those cropped using existing methods.

5.2 Future Directions
We propose several avenues for future research, which are presented as follows:
• Aesthetic quality classification based on composition assessment

The perception of the aesthetic quality of a photograph is based on many
photographic properties such as prominent subject regions, color distribu-
tion, and composition balance. In this paper, we discussed detecting multi-
ple subject regions and assessing of color harmony. To further improve the
aesthetic quality classification of photographs, a method needs to be devised
that enables photographic composition to be assessed. We are planning to
analyze a method that evaluates composition of a photograph by detecting
the spatial structure of its constituent objects.

• Scale factor feature for aesthetic quality classification
The resolution of a photograph plays an important role in determining its
aesthetic quality. If a photograph is resized, an individual’s perception of its
aesthetic quality will change. In Section 3, we discussed extracting features
from local regions that have a fixed scale size for aesthetic quality classifica-
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tion. To further improve the classification performance, we intend to extend
our method by considering the scale variations that occur in the sampling
of the local regions. Furthermore, we will investigate extracting features
invariant to changes in photographic resolution.

• Personalization of aesthetic quality classification
We define high-aesthetic-quality photographs as those a majority of people
will like. Building human-centered computer systems that can provide per-
sonalized services to individuals will require aesthetic quality to be personal-
ized. For instance, the computer system could provide photographs sorted by
personalized quality by collecting information on a person’s preferences when
the person uses the systems. We intend to develop a method for personalizing
aesthetic quality classification by using online machine learning techniques.

• Regression technique for inferring aesthetic quality score
In this paper, we presented techniques that assign aesthetic quality labels
to photographs; these techniques classify photographs as being either high
or low quality. In addition to aesthetic quality classification, we must con-
sider developing an aesthetic quality regression technique that can directly
estimate an aesthetic score for a photograph. This technique can be used
to develop an automatic subjective assessment system that infers aesthetic
quality scores to images.

• Further development of human-centered computer systems
with aesthetic quality analysis
Aesthetic quality analysis has an immense potential for use in real-world ap-
plications such as automatic aesthetic quality assessment of videos, retarget-
ing, color transfer, and automatic white balance. We are planning to extend
its potential uses further by exploring the development of human-centered
computer systems that can assess the aesthetic quality of content. We plan
one of the systems to be a digital camera system that makes it convenient
for users to capture high-aesthetic-quality photographs.
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