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In this paper we propose a synthesizable LDPC decoder IP core for WiMax
and WiFi applications. Two new techniques are applied in the proposed decoder
to improve the decoding performance. Firstly, a high parallelism permutation
network (PN) is proposed to perform the circulant shift according to the parity
check matrix (PCM) defined in WiMax and WiFi standards. By using the
proposed PN, at most, four independent code frames with small code length
are decoded concurrently, which largely improves the decoding throughput (2-4
times). Secondly, a fast early stopping criterion specialized for WiMax and
WiFi LDPC code is proposed to reduce the average iteration number. Unlike
the early works, by utilizing our proposed stopping criterion, the decoding will
be stopped when all the information bits of a code frame are corrected even if
there are still some errors in redundant part. Experiment results show that, it
can reduce up to 20% iteration numbers compared to popular used stopping
criterion.

1. Introduction

First invented by R. Gallager 1) in the 1960s and rediscovered by D.J.C.
MacKay 2) in the 1990s, Low Density Parity Check Code (LDPC) as a forward
error correcting code is now playing an important role in modern digital commu-
nication area because of its near-capacity error correction performance and po-
tential for high-throughput decoding using iterative message-passing algorithm.
Recently, LDPC code is adopted by wireless communication standards, WiMax
(IEEE 802.16e) 3) and WiFi (IEEE 802.11n) 4) standards which are two promising
standards for next-generation communication. LDPC codes defined in WiMax
and WiFi standards are Quasi-Cyclic (QC) LDPC codes and support multiple
code rates and code lengths for applications at different channel conditions. Es-
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pecially, thanks to the structured parity check matrix (PCM), LDPC codes in
WiMax and WiFi standards are very suitable for layered message passing (LMP)
algorithm 5) which is proved to speed up the decoding convergence by a factor of
two 6).

Based on LMP algorithm, an LDPC decoder architecture, called partially par-
allel decoder 7), was proposed to decode QC-LDPC code. Besides the advantage
of high flexibility that supports multiple code lengths and code rates, partially
parallel decoder does not have wire congestion problem which dominates the chip
area in some conventional decoder architectures. Recently, based on partially
parallel decoder architecture, research works on LDPC decoder 8)–10) have been
done for WiMax or WiFi applications. For all of them, a flexible permutation
network (PN) is needed to cyclically shift data of variable group sizes according
to the QC-LDPC PCMs. Therefore, how to design PN becomes a hot topic in
research area. Previous works have been done in Ref. 8) and recently some Benes
network (BN) 11) based PNs have been reported in Refs. 12), 13). Except one PN
in Ref. 14) all of the early works, even the latest state of the art work in Ref. 15),
can only cyclically shift one group of data at one time even if the size of the
data group is much smaller than the input size of the PN. This demerit leads to
low throughput and low hardware utilization for LDPC decoder when the code
length is small. In this paper, based on BN and the control algorithm proposed
in Ref. 16), we propose a high-parallelism PN. Several groups (up to four) of
data can be cyclically shifted concurrently by our proposed PN when the size of
the data group is no bigger than half or quarter of the maximum input size of it.

Another technique proposed in this paper is an early stopping criterion (SC)
specialized for LDPC code in WiMax and WiFi standards. Firstly, an observation
on convergence speed of information bit and redundant bit of LDPC code in
WiMax and WiFi standards is presented and discussed. Based on the observation
and the particular structure of the PCM, an early SC is proposed to save the
unnecessary decoding iterations for only correcting the errors in redundant part
of a code frame. Compared to popular-used hard decision aided (HDA) early
SC 17), our proposed early SC reduces average iteration number (AIN) by up to
20% with near zero bit error ratio (BER) performance loss.

With applying these two techniques, an improved partially parallel LDPC de-
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coder was designed and synthesized. Synthesis result shows that compared to the
previous work, without additional hardware consumption our proposed decoder
can achieve four-time throughput gain when the code length is small. The AIN
is reduced by up to 20% by utilizing our proposed SC. The paper is organized as
follows: Section 2 introduces necessary background knowledge including LDPC
code in WiMax and WiFi standards, decoding algorithm, partially parallel de-
coder architecture and early stopping criterion. In Section 3, we propose our
high-parallelism PN with synthesis result and comparisons. Our early SC is pro-
posed in Section 4 with its performance and hardware overhead analysis. The
proposed decoder and hardware implementation details are reported in Section 5.
Section 6 draws the conclusion of this paper.

2. Preliminaries

2.1 LDPC code in WiMax and WiFi Standards
An LDPC code is defined by an M×N PCM where N and M equal to the code

length and the number of redundant bits in a code frame, respectively. LDPC
codes in WiMax and WiFi standards are quasi-cyclic (QC) codes, the PCM of
which is an expansion of a c × d base matrix. The base matrix is expanded
by z × z sub-matrices where z is called an expansion factor. It is composed
of nonnegative integers and “-1” (“-” for WiFi) where the nonnegative integer
represents a z × z cyclically shifted identity matrix and “-1” represents a z × z

all-zero matrix. For the cyclically shifted identity matrix, the number of shift
equals to its corresponding nonnegative integer. The code length N equals to
z×d, where d is the number of columns in a base matrix. An expansion example
of z = 4 and d = 3 is shown in Fig. 1. For all base matrices in WiMax and WiFi,
d equals to 24.

2.2 Decoding Algorithm and Partially Parallel Decoder
LDPC code can be decoded using iterative message passing algorithm. Re-

search works on decoding algorithms mainly focus on two topics: message pass-
ing schedules including layered and flooding message passing algorithms 18) and
implementation of check node operations such as belief propagation (BP), Min-
Sum (MS) 19), Normalized Min-Sum (NMS) 20) and Offset-Min-Sum (OMS) al-
gorithms. In this design, we apply layered message passing (LMP) and NMS

Fig. 1 QC-LDPC PCM expansion.

algorithms. Based on LMP algorithm and PCM structure of QC-LDPC code,
a partially parallel decoder was proposed in Ref. 7). The architecture block di-
agram is shown in Fig. 2. A posterior probability (APP) messages are stored
in APP memory and passed via permutation network (PN) to process engine
(PE) array. As introduced above, PN module performs the circulant shift for a
group of APP messages (z messages). All the message updating and calculations
according to LMP and NMS algorithms are processed in PE array. Thanks to
the independence of rows in one block of QC-LDPC code, z rows (one layer) can
be processed in z PEs concurrently. Check node message are stored in Check
Message Memory. Memory address, control signals and PCM information are
generated or stored in Controller.

2.3 Early Stopping Criterion
Early stopping criterion (SC) was proposed to save unnecessary decoding it-

erations which account for more power consumption. During the iterative de-
coding process, if SC is satisfied before a predefined maximum iteration number
is achieved, the decoding will be stopped. The most popular used SC is called
hard decision aided (HDA) 21) SC which was originally invented for Turbo code
decoding and applied in LDPC code recently. For HDA SC, if the hard deci-
sions made in two successive decoding iterations do not change, the decoding
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Fig. 2 Partially parallel decoder architecture.

will be stopped 22). However, HDA SC does introduce some BER performance
loss because no changes of hard decisions made in two successive decoding it-
erations does not guarantee a correct code word. To overcome this demerit, a
threshold value of APP magnitude was introduced in Ref. 17). The decoding will
not be stopped until the minimum value of APP magnitudes is larger than the
pre-defined threshold value. With this extra constrain, the BER performance of
HDA algorithm was improved a lot.

3. Proposed High-parallelism Permutation Network

In this section, firstly, a throughput and hardware utilization degradation prob-
lem at short code length of partially parallel decoder is discussed. Secondly,
we introduce a class of switch network, called Benes Network (BN). Thirdly,
based on symmetry property of BN and PN proposed in Ref. 16), we propose
a high-parallelism permutation network (PN) and its control algorithm which
can perform circulant shift for up to four independent data groups concurrently.
Hardware implementation result and comparisons are given in the end of this
section.

Fig. 3 A problem on partially parallel decoder.

3.1 Problems of Partially Parallel Decoder at Short Code Length
To support different code lengths, PN in decoder has to be flexible to variable

size of data group which equals to different z. However, for almost all the early
works, only one group of data can be shifted at one time even if the size of the
data group (equal to z) is much smaller than the maximum input size. Because
of this demerit, the throughput of the decoder will become very low when it is
processing a short code. Note that throughput is proportional to the sub-matrix
size which equals to the size of the data group fed into the permutation network.
As shown in Fig. 3 (a), if the expansion factor is z, only z APP messages from
memory are shifted and only z PEs are actively working at that time resulting
low throughput and low hardware usage. For example, assume there are n PEs, if
the code length is 576 (z = 24), the throughput will be almost one-fourth of that
the code length is 2,304 (z = 96) and the PE usage will be only 25% (n = 96).
By concurrently decoding 3 more short-length code frame which are stored in the
rest of the APP memory, we can solve both throughput and hardware utilization
problems. One way to realize this idea is to add 3 more PNs for additional 3
independent code frames. However, since one PN occupies almost 10%-15% area
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Fig. 4 Benes network.

or gate count of the whole decoder, it is not reasonable or practical for us to place
4 PNs in one decoder. Our solution is to improve the parallelism of PN, making
it possible to cyclically shift several groups of data (up to 4) from memory to
PEs at one time, shown in Fig. 3 (b).

3.2 Benes Network
Benes Network (BN) 11) is a network constructed by cross-bar switch, the state

of which is controlled by a one-bit signal shown in Fig. 4 (a). BN as a switch
network is capable of performing arbitrary data permutation by appropriately
controlling the cross-bar switches in it. A permutation example of an 8 × 8 BN
is shown in Fig. 4 (b). Carefully watch the 8× 8 BN in Fig. 4 (b), it can be found
that an N ×N BN can be constructed by two stages (input and output) and two
N/2 × N/2 BNs as shown in Fig. 4 (c). By exploiting this recursion property, a
PN based on BN and an implementable cross-bar switch control algorithm were
proposed in Ref. 16) to perform circulant shift for one data group of variable
sizes. Since space limitation, we omit the details of Ref. 16) here.

3.3 Proposed High-parallelism Permutation Network
Besides the recursion property mentioned above, without loss of generality, a

symmetry property of BN can be explained using a 16× 16 BN shown in Fig. 5.
With the partition of input and output signals into two groups (upper part and
lower part), except the middle stage, all the cross-bar switches in Network A can
be categorized into two groups, colored blue and orange, shown in the left of
Fig. 5. After switch rearrangement, moving blue ones to upper and orange ones

Fig. 5 Symmetry property of Benes network.

to lower part we get Network B shown in the middle of Fig. 5. Shown in the right
of Fig. 5, two independent networks referred as Network C can be obtained by
setting the switches of the middle stage in Network B to BAR. Moreover, if the
two middle stages of Network C are combined together, Network C becomes an
8×8 BN. This is called symmetry property of BN. Therefore, same permutation
can be performed on two independent groups of input data by setting the same
control signals for cross-bar switches at symmetric positions and setting all the
switches in the middle stage to BAR. This property can be deduced to 4, 8,. . . ,
N/2 groups.

Now we propose our high-parallelism permutation network. The architecture
is shown in Fig. 6. Generally, the PN consists of BN and cross-bar switch control
signal generator. Control Signal Generator K (CSG-K) generates control signals
for K switches in the input and output stages of BN with K inputs (BN-K). Each
BN-K is constructed by two BN-K/2s with CSG-K/2. And each BN-2 is a single
cross bar switch.

The control signal generating algorithm is shown in Fig. 8. Parameter z, s, N

and m denote the size of data group, number of shift positions, size of network
input and number of data groups respectively. Function name CSG is standing for
control signal generating. CSG(z, s,N,m) sets the switches in the input (output)
stage in N ×N BN by step 1 (step 3) and recursively calls function CSG for the
smaller BN. Expression “�a�” denotes the biggest integer which is not larger
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Fig. 6 Architecture of proposed PN. Fig. 7 An permutation example.

than number a. The basic idea of this algorithm is to divide a big shift task to
two small ones and combine their results together. For example if we want to
cyclically shift one size-2K data group by 2s positions, we divide it to two size-K
data groups and shift them by s positions respectively. The final result can be
obtained by combining two shifted size-K data groups together. For an N × N

BN, data group division is achieved by setting the proper status of the cross-bar
switches in the input stage according to step 1 in function CSG(z, s,N,m). Two
data groups are combined through the output stage which is set by the step 3 of
function CSG(z, s,N,m). Step 2 recursively calls step 1 and step 3 to decrease
N . Based on the symmetric property of BN, two or four groups of data can
be shifted concurrently by appropriately copying the control signals of cross bar
switches that is listed in the algorithm. A permutation example is given in Fig. 7
where N = 16, z = 3, s = 1 and m = 4. Input and output stages in 16 × 16 BN
are set by step 1 and step 3 in CSG(3, 1, 16, 4), respectively. CSG(1, 0, 8, 4) and
CSG(2, 1, 8, 4) are called in step 2 to set the signals in upper and lower 8×8 BNs.
Recursively, with the decreasing of N all the switches in the BN are set. Totally,
the hardware of control signal generating logic occupies about 10% gate count
over the whole PN when data width is 9 bits. Comparison of implementation
result with previous works is given in Table 1. It shows that our proposed

Fig. 8 Cross-bar switch control signal generating algorithm.

Table 1 Comparison of implementation result of PN.

Proposed Ref. 8) Ref. 12) Ref. 13) Ref. 14) Ref. 15)

Technology (nm) 65 130 180 180 130 130 130

Area (mm2) – 0.511 2.171 0.722 – – 0.1358

Gate Count 47.4k – – – 21.9k 37.4k 27.1k

Data Width 9 bits 6 bits 8 bits 8 bits 6 bits 6 bits 9 bits

Max Freq. (Mhz) 311 333 85 94 384 384 500

Network Size 128×128 128×128 128×128 96×96 96×96 96×96 –

Parallelism (z = 64) Two One One One One One One

Parallelism (z = 32) Four One One One One Two One

permutation network can achieve high parallelism data permutation (Two data
groups at 32 < z � 64 and four at z � 32) while maintaining the acceptable
hardware overhead, which is 47.4k gate count for 9-bit input data width.
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4. Proposed Early Stopping Criterion

In this section, firstly, we present an observation on convergence speed of in-
formation and redundant bits of LDPC code in WiMax and WiFi standards. It
implies that a lot of decoding iterations are performed for only correcting the
errors in redundant part of a code frame, named Type II. Secondly, an early
SC is proposed to terminate the decoding if the Type II code frame is observed.
Thirdly, hardware overhead and decoding performance is given in the end of this
section.

4.1 Observation on Convergence Speed
For LDPC PCMs defined in WiMax and WiFi standards, the column weights

of right most M − z columns in redundant part of the PCM are two which is
the smallest number among all. This feature leads to an interesting phenomenon
that averagely, APP messages of information bits in a code frame converge to
a reliable value much faster than redundant bits which is shown in Fig. 9. We
explain this phenomenon as follows: The bit node corresponding to the bigger
column weight is connected to more check nodes and has more constrains from
parity check equations. Consequently, it will get more messages and be updated
more frequently. More importantly, because the information bits converge much
faster, errors among them will be corrected earlier during the iterative decoding.
Therefore, the code frames which are incorrectly decoded due to lack of decoding
iterations always contain more errors in redundant part than information part.
To demonstrate this, a simulation was run where a rate-0.5 length-2304 code in
WiMax was used. The incorrectly decoded code frames are categorized into two
types: Type I and Type II. Code frame of Type I contains errors in information
part or left z redundant bits while Type II code frame only contains errors in
right M − z redundant bits. Proportions of two types of error codes at different
channel conditions are depicted in Fig. 10. It can be found that the Type II
error happens much more frequently than Type I, which implies that a lot of
decoding iterations are performed just for correcting Type II errors which can be
ignored. If a decoder can detect a Type II frame and stop the decoding process,
decoding iterations can be saved to some extent.

Fig. 9 APP message convergence. Fig. 10 Proportion of error frame.

4.2 Proposed Early Stopping Criterion
The key idea of our proposed early SC is to save the unnecessary decoding

iterations for correcting the Type II error. By exploiting the particular structure
of PCMs in WiMax and WiFi standards, a mechanism is devised to find the
Type II code frames. Before further discussion, some notations and mathematic
definitions are given below. A syndrome vector is defined as s (1) where M is
the number of rows of a PCM and si (0 or 1) is the result of the parity-check
equation corresponding to the ith row, indexed from 0, of PCM. A syndrome
accumulation vector (SAV) a (2) is defined as a mapping from s according to (3)
where z is an expansion factor of a PCM and c equals to the number of rows in
the base matrix. Element ai of SAV is the sum of results of parity check equations
with the same offset index i in c row blocks, where each row block contains z

rows.

s = [s0, s1, . . . , sM−2, sM−1]T (1)
a = [a0, a1, . . . , az−2, sz−1]T (2)

ai =
c−1∑

k=0

si+kz (3)

According to the standards, for a base matrix with expansion factor z and code
rate R, generally, the right most M − z columns of the expanded PCM forms
a M × (M − z) two-diagonal matrix. A bit in a code word is labeled as bkz+j ,
where k is the index of a column block from 0 to 23 and j is an offset in a column
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Fig. 11 An example of notation and definition. Fig. 13 An example of SAV of Type
II code frame.

block from 0 to z − 1. An example of the notation and definition above is shown
in Fig. 11 with R = 5/6, z = 5 (for space saving). If a code frame is of Type II
with n errors in redundant part, the SAV contains only even numbers. This is
called SAV property which can be proven by the mathematic induction, shown
in Fig. 12. With SAV property, a Type II code frame can be easily verified like
the example shown in Fig. 13. For this example, z = 5, R = 5/6, n = 4 and the
SAV equals to [0, 4, 0, 0, 2]T .

Reversely, if SAV contains only even numbers, the corresponding code frame
is of Type II for almost all the circumstances. This is because an error among
information or first z redundant bits will at least affect three parity-check equa-
tions corresponding to three rows in random positions of a PCM, making the
SAV disorderly. Other than strict proof, we run a simulation to test all the codes
in WiMax and WiFi. Simulation result shows the miss detection rate for Type
II code frame using SAV property is smaller than 10−6 for all kinds of codes in
WiMax and WiFi standards. In the worst case, our proposed early stopping algo-

Fig. 12 Proof of SAV property.

rithm introduces a BER performance degradation of 10−8 which can be ignored
for WiMax and WiFi applications. Therefore, it is reasonable and effective for us
to claim a Type II code word if SAV contains only even numbers. Based on the
discussion above, now we propose our new early stopping criterion as follows.

For each decoding iteration, calculate the syndrome accumulation

vector (SAV). If SAV contains only even numbers, stop the decoding.

4.3 Performance and Hardware Overhead
Simulation was run to test the performance of our proposed SC. Two codes,

a length-2304 rate-1/2 code in WiMax and a length-1944 rate-2/3 code in WiFi
standards, were used. Maximum iteration number is set 15 and quantization
effect corresponding to hardware design was considered in the simulation. BER
and FER curves (solid for BER and dash for FER) are drawn in Fig. 14 and
Fig. 15 for the two codes, respectively. It is shown that our proposed early stop-
ping algorithm achieves almost the same BER and FER performance as that
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Fig. 14 Comparison of error correction
performance (WiMax).

Fig. 15 Comparison of error correction
performance (WiFi).

Table 2 Comparisons of AIN.

Code SNR Average Iteration Number (AIN) AIN Reduction to

Type (dB) Proposed HDA(0) HDA(1.0) HDA(2.0) HDA(1.0) HDA(2.0)

WiMax 2.0 7.09 6.68 8.06 8.98 12.0% 21.0%

N = 2,304 2.4 5.42 5.11 6.04 6.63 10.3% 18.3%

R = 1/2 2.8 4.44 4.13 4.88 5.25 9.1% 15.4%

WiFi 2.4 6.26 5.78 6.83 7.27 8.4% 17.1%

N = 1,944 2.8 4.70 4.32 5.10 5.36 7.9% 14.4%

R = 2/3 3.2 3.88 3.56 4.2 4.37 7.6% 12.6%

without early stopping. The main purpose of SC is to reduce the unnecessary
decoding iterations which account for additional power consumption or through-
put decrease. To evaluate this functionality, average iteration numbers (AIN)
were monitored in the simulations which are listed in Table 2.

In Table 2, HDA(x) represents the HDA early stopping with threshold x. It
is shown from the simulation result that compared to HDA SC with threshold
our proposed SC has much better error correcting performance. It achieves 10%
to 20% AIN reduction compared to HDA with threshold 2.0. This technique
provides a good potential for decoder power reduction. The hardware overhead
is depicted in Fig. 16. In each PE, there is an SC module, which is detailed
in the red dash block. For an SC module, one D flip-flop and one 1-bit binary
adder (XOR gate) are needed to calculate the least significant bit of ai of SAV. A

Fig. 16 Hardware overhead of proposed SC. Fig. 17 APP memory organization.

SC satisfaction signal (high effective) is obtained at the output of a NAND gate
whose inputs are least significant bits of SAV. Totally, the hardware overhead of
proposed SC is around 2k gate count which can be ignored over the entire design
(650k).

5. Proposed Decoder and Performance Comparisons

In this section, we present the implementation details of our proposed decoder.
Synthesis result and performance comparisons are also reported. The basic ar-
chitecture of our design is based on partially parallel decoder 7). APP message is
stored as two’s complement form and quantized by 8 bits, one for sign, five for
integer and two bits for fraction. A memory with 1,024-bit (128 messages) width
and 24-word depth is used to store APP messages. To support high-parallelism
decoding at short code length, the decoder can work under three modes, where
one, two (z ≤ 64) and four (z ≤ 32) code frames are decoded simultaneously for
mode 1, 2 and 3, respectively.

The memory organization under these three work modes are depicted in
Fig. 17. A 128 × 128 high-parallelism PN proposed in Section 3 and 128 PEs
are implemented in the decoder to perform layered iterative decoding. Check
node messages are stored in a compressed form in check message memory. For
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Table 3 Synthesis result of proposed decoder and performance comparisons.

Proposed Ref. 8) Ref. 9) Ref. 10) Ref. 15)

Technology (nm) 65 130 180 90 90

Gate Count 651.2k – 349.5k 970k 947k

Area (mm2) – 3.834 3.39 6.25 6.22

Support STD. 16e&11n 16e 11n 16e 16e&11n

Operating Frequency (Mhz) 264 333 208 150 300

Max Iteration # 15 15 5 20 20

Throughput (Mb/s) z = 32 (27) 356 111 �1 134 105 212

@Operating Fre./Iter. z = 64 (54) 356 222 �1 286 (z = 96 (z = 96

z = {16e(11n)} z = 96 (81) 266 333 415 R = 5/6) R = 5/6)

each PE, a 16-bit wide 12-word deep memory bank is used to store the magni-
tude of check messages for 12 rows in 12 different layers. For each row, 5 and
6 bits are used to quantize the first minimum and the second minimum mag-
nitudes of check messages of this row, respectively. Another 5 out of 16 bits
are used to encode the position of the first minimum value. Signs of the check
messages are stored in a 128-bit wide 96-word deep memory. Therefore, 36,864
(12×16×128+128×96) memory bits are used for check messages. Sum with the
APP memory (24,576 bits) 61,440 memory bits are needed in the decoder. For
this design, we synthesize the memory using registers which occupy 361k gate
count. Synthesis result and performance comparisons to previous work are given
in Table 3.

Throughput at different code lengths (different z) are shown in Table 3. Except
for the design in Ref. 9) all the code for throughput comparisons are WiMax
codes. It is obvious that unlike the previous designs the throughput at short
code length does not decrease for our proposed decoder. The BER performance
of our proposed decoder with proposed early SC is simulated through PC based
software and the results are shown in Fig. 14, Fig. 15 and Table 2.

�1 These two numbers were calculated based on Eq. (6) and the information in Table 2 of
Ref. 8).

6. Conclusion

In this paper, two new techniques are proposed to improve the performance
of LDPC decoder applied in WiMax and WiFi standards. By using a high-
parallelism permutation network, up to 4 code frames at short length can be
processed in the decoder concurrently, thus to increase the decoding throughput
by up to 4 times. An early stopping criterion is proposed to improve the decoding
efficiency of WiMax and WiFi LDPC codes. Simulation shows it can reduce up
to 20% average iteration number compared to most popular used SC. Based
on these two techniques a performance improved partially parallel decoder is
proposed with synthesis result and performance comparisons.
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