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A Problem Caused by the Collation
of Informations in Dual-System

SETSUO OSUGA*

In planning a real-time information processing system, it is necessary to consider
reliability and cost/performance. For obtaining high reliability, dual system is
often used and this not only assure improved availability but also prevent unfavor-
able cost induced by wrong massages if informations are collated between two sub-
systems. On the other hand, utility of system, that is percent of time system is
busy, decreases by the increase of idle time caused by the collation and this influ-
ences on cost/performance.

1. Examples of system loss caused by collation

We assume for the first time that each information is collated succeeding to its
end of process. Hereinafter, for convenience, two subsystems are identified as SA
and SB and let process time distributions of them be fa(x) and fs(x) with means
ma and i, respectively. If collation time that is program execution time of col-
lation program, is so short that can be neglected, idle time of each subsystem comes
from the difference of process time of one information between two subsystems.
Then, probability density that SA’s process time is less than that of SB as much

as y expressed gu(y) is,
@)= Fa) e +3) dx (1)
and its average that is mean idle time of SA is
5= ves(dy=ms—{ Fa)Fa(x) dx.
where
Fato)={"falw) dx

and

Folw)=| " folx) dx (2)
Then utility of SA and similarly that of SB are, v
na=mal(Mma+3a), pa=ms{(mz+ Vn), (3)
respectively where 1/2<y;<1, ({=A or B).
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Examples. Suppose SA and SB are identical and so denote fa(x)=fs(x)=f(x) and
Ma=Mp=IMN.

1) Constant process time; f(x)=d(x—m), p=1.

2) Uniform distribution; f(x)={u{x)—u(x—2m))/2m, n=3/4.

3) Negative exponential distribution; f(x)=(1/m)e """, 5=2/3.

As shown, there are considerable degradations of utilities when any randomness is
included in the process time. This can be improved by preparing buffer and in
this case utility must be obtained from single server queue problem where one
subsystem, for example SA, corresponds to server of which service time is SA’s
process time and the other, SB, to input source of which inter-arrival time is SB’s
“ process time, and queue size corresponds to the difference of number of informa-
tions processed in each subsystem. This queue size is limited from —zn to n if
buffer size is limited to x#. For example, let us suppose that SA and SB have
processed to the amount of % and / informations respectively ([k—[|<n) and if
k>1, then / informations have been collated and gotten out of the system and
k—1 informations are in the buffer of SA. In the following queue problem, this
condition is thought as that queue size is —(k—/). (See Fig. 1.)
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Fig. 1 Timing chart of dual-system with zero collation time (M=3).

Hereinafter, for simplicity, we assume that process time of each subsystem is of
negative exponential distribution with parameters A(SA) and p(SB) respectively.
Let us denote by p, the probability that queue size is vy at steady state, then
following transition equations can be obtained.
—(2+0) po+ 2p-1+ pp1 =0,
—@+ @) oot Ap-i+ ppon =0, (1< v <n—1)
— p Prt2pu-1=0,

_Zp*n_!'_/lp—ni-l:O' ( 4' )
If SA and SB are identical and so 1=y,
p=1/2n+1), (v=—n~=+n), (5)

and utility is obtained as
cp=1—=p.=2n/2n+1). (6)
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2. The influence of collation time

When collation time is comparatively large, this influences on queue size distri-
bution and consequently on the utility. Collation is executed by whether SA or
SB for one information according to conditions of system, that is, whether by late
subsystem or by preceding subsystem. When collation is to be executed by pre-
ceding subsystem, a number of informations must be always kept in the buffer and
particular consideration on program is required regarding to how and when to collate.

Generally, queue size probability at time f is devided into two cases as following,

Dp«1); Probability that queue size is v and not under collation,

p(t); Probability that queue size is v and being collated by one of two subsys-

tems.

At steady state, they are expressed simply by p. and p. respectively.
Let collation time be constant denoted by « and we introduce new quantities as
following,

ral)=e*Qx)[il, r.lx)=e" (ux)/i!, (7)
Ry = () dv=C1= X @)l

Ru@)=1] 7@ dx=C1= 3 1@ (8)

where 7,,(x) and 7;,(x) are probabilities that the events of Poisson distribution with
parameters 1 and y respectively occur 7 times in time interval x. When x=a, we
express r,(a) and 7;,(a) simply as y;; and y;, respectively and moreover as y; when
A=

2.1. The case of collation by late subsystem

As preceding, let queue size v be the difference of number of informations pro-
cessed in SA and SB, then either SA or SB undertake collation according to v <0
or y>0 respectively and p,=0 when »=0.
As shown in Appendix A, transition equations at steady state are,

- (2 +#) Do+ ppiros +2P—17’0p =0,

v+1
— {2+ p) po+ 2D +[lk§_:ipk 71-0=0, (I<v<n—1)
— pa 2,1 =0,

v+1

@) bt pposiF 2 X i iraone =0, (I<v<n—1)

— Apont pip-mir =0, (9)
50:09

b= 2 pe Ro-na (@), (I<v<n—1)
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;L:k; pwRunn (@), (I<v<n—1)

Bo= 310, 5 Rula) ~ao
and
S (ptp=1. (1)

From eqs. (9) and (10), p, and p, can be expressed by p, and substituting them
into eqgs. (11), p, can be obtained. Tt is easily understood that utility of SA is
L—(pu+pn).

For SB, we can get similar results by interchanging A and o
When SA is identical with SB and collation time is less than mean process time,
we approximate as y;=1-—py, and y;=0 for {>2 because y: decreases so rapidly when
¢ increases, then,

. _]50+]51T0:0»
—2pvtpo-iF P ot (1 —70)=0, (I<v<n—1)
— putpar =0. (12)

can be obtained. By solving these equations,
=710 1=70""Do» (1<v<n—1),
ﬁnzpnq:]’o_"ﬂpm (13>
can be obtained. Meanwhile, as Ry=1—70,R:=0 for {>2,
ﬁv:pv(l"}’0)27’0_“(1—70)?07 (I<v<n—1)
D=1 (1 —=70) po (14)
and substituting them into eq. (11),
Do=—ro)ro" /([ =3r¢" 70" +2(2—70)"],
Pn+f;n:(2—70)17":(1*To)(z‘“ro)/[“g?’on_l‘f‘n”+2<2—7’0>2]- (15)
can be obtained. ~

Fig. 2 shows the relationship between system’s loss and collations time. There,
what labeled A shows the case of collation by late subsystem.

2.2. The case of collation by preceding subsystem

In this case, whether SA or SB undertake collation according to >0 or vy<<0 re-
spectively. As in the preceding case, following transition equations can be obtained.

n—1 n—1
_(l‘}‘#)ﬁo +ﬂp1 +2p—1 +2k20pk7’k+1# +#k_20p~k7’k+u =0,
n—y n—1 ,
—(2 ‘}‘/l)l?u“f‘/lpyﬂ +/2k20pu—l+krkp +/lkZlop~k7’u+1+kz =0, I<v<n—1)
n—1
— ppn+2Pu-170, +/LI;OI)-;?7’M+1+M =0,

n—y n:—l )
—"(/2‘*‘#) D 2p-1 +~/JkZ0p—»+1—kaz +2k%;“0pkrv+l+k'u =0, (I<v<n—1)
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A;Collated by late subsystem
B;Collated by preceding subsystem
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Fig. 2 System loss vs Za.
n—1
—zp_,,+/zp_,mro,.+zk;)pkr,,+k+1,,.zﬂ. (16)

- n-1

Pozl;)[[?k[?k,z(a) +p-rRuda)]s

- n—y—1

pv: = puka,u(“): (1§v£11~—1)

- n—y—1

p-.= kZO D-v-rRuia), (I<v<n—1)

prn=p-.=0. 17

If 2=p and permitted to approximate as y;=1—y4, 7:=0 for 7>2,
p=7r0"Do, (1<v<n)
Po=2(1—7r0)po,
po=re(1—r0)ps, (1<v<n—1)
pn=0, (18)
can be obtained and substituting them into eq. (11),
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Do=L—=70)/(B—70—27¢"), po=1—ro)yo’/(B—70—2r,") (1<v<n)
Do+D=0—70)2—70)ro’/(B—ro—270") (I1<v<n~1). (19)
can be obtained. As p,=0, system’s loss is p,.
The relationship between system’s loss and collation time in the case of collation
by preceding subsystem is shown in Fig. 2, labeled B.
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Appendix A.

A queue problem where input inter-arrival time or service time varics according to queuc size.

We consider finite length queue problem where queue size is limited to 2z#-+1 from —n to 7.
Input inter-arrival time and service time are principally of negative exponential distributions with
parameters A and g respectively. However, there need additional constant time for inpul inter-
arrival time when v<0 where v is queue size and for service time when v>0. This additional part
is thought as particular state and each queuc size probability is devided into 2 phases called A and
B and denoted by p.(£) and p,(f) respectively as described in Sec. 2.

The queue size probability in phase A for v>0 at time ¢+4 denoted by p.(t+h) is derived by
summing up following probabilities,

(1) queue size is v and in phase A at time ¢ and no event occur in small time interval 7,

(2) queue size is v—1 and in phase A at time ¢ and one input arrives in time interval /% and

(3) queue size is v+1 being in phase B at time ¢ and changes the phase from B to A decreas-

ing queue size by one in time interval A.

The last case is further devided into v-+1 cases, that is, queue size was v+1—Fk at time [—a
being in phase A (B=0~v) and changed to phase B in time interval % and then % inputs arrived
in succeeding time interval a.

Then,

D)= () (L— At — ) oy (&) A+ g:gpk (t—a) porsorihs
or making % tend to 0,
2/ (O)=—Q@+p) po D+ A5 (D + ”;‘iﬁk (t—a) yuri-ea
can be obtained. In steady state, this reduce to,
—(A+ ) ot Apus + ﬂ;‘gﬁk Pver-r2==0.

Meanwhile, queue size probability of being in phase B at £ is also sum of v probabilities, that is,
queue size was & (k=1~v) at {—x where x is smaller than « and changed the phase from A to B
in small time interval and then v—# inputs arrived in succeeding time interval . This is integrated
with regard to x from 0 to a.

Then, ;

£.0=p3 | -0 ruds
and in steady state,
5v=ém R ()
k=1

can be obtained. With similar processes for any other queue size, we can obtain eq. (9) and (10).



