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Mechanical Translation from Japanese into English
ToOSHIYUKI SAKAT*, SHIGEHARU SUGITA* AND AKIMASA WATANABE*

Abstract

This report describes a method and experimental results of mechanical
translation from Japanese into English by a medium size digital computer. Input
sentences, which are fed into the computer in separate phrase form in Japanese
“KATAKANA” letters, are analyzed with the “ Table Look-up” method. It gener-
ates psude-English sentences which include operators such as ED- or DO-. By
using transformation rules on this sentences, normal orthographic English sen-
tences are obtained.

For experiment, we used 200 Japanese idioms, 8,000 {vord heads, and 600
rewriting rules. Any form of input sentences are accepted.

L. Introduction

The beginning of mechanical translation between natural languages by digital
computer can be traced back to 1946. Since then many trials have been per-
formed especially for Indo-European languages. As for Japanese a few groups
have tackled English into Japanese translation since 1958 in Japan. We have
been one of such groups, and obtained - considerably successful algorithm for
machine oriented English-Japanese translation. All rewriting rules are written
in context-free form, so our system may be interesting from the linguistic point -
of view.

This paper describes the Japanese-English translation method principally
based on E-J translation which was developed by the same authors. The char-
acteristic points of this method are that (1) model of language is based on
the phrase structure grammar, (2) all rewriting rules have context-free form
and they are ordered according to their role in sentences, (3) a kind of trans-
formation grammar is introduced, (4) the algorithm is very simple and processing
time is short, (5) the grammar is separated from program so that the ability
of this system can be easily enlarged only by the addition of new rewriting rules.

2. Linguistic feature of Japanese
2.1 Structure of Sentence

Sentence is consisted of phrases, and needs at least a predicative phrase.
Each element can be defined as follows;
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{Independent word)=<Substantives)|{declinables)|{adverb)|{qualifier)|

: {connective)

(Dependent word)=<particle)|<auxiliary verb)|<{dependent word)--
{dependent word)

(Phrase)=(independent word)|{independent word)-+<{dependent word)

{Sentence) ={phrase) | {sentence)+{phrase)

In Japanese, there are no fixed sentence patterns, but next rules restrict in

a certain sense the structure of Japanese:

(1) fundamental constituents of sentences are phrases,

(2) predicative phrases appear at the end of sentence,

(3) subject is a kind of verb modifier, and it is not an indispensable consti-
tuent for a sentence,

(4) complex sentences can be constructed freely from predicative phrases of
noun modifier form,

(5) modifier usually comes before the word which is modified by it.

As far as above rules are kept, the phrase order is fairly arbitrary.

2.2 Part of speech

Classification of part of speech for mechanical translation must be performed
by considering the role of words both in Japanese and English. Examples of
part of speech for independent words, dependent words, and word groups or
cluster are given in Table 1, Table 2, and Table 3.

Dependent words play a very important role in Japanese; they indicate the
word order or words to be inserted in English when they are translated. They
must be classified detail enough so that structure analysis can be performed
correctly and easily.

Cluster symbols are given to a group of words which have special function
in the sentence, and are treated as the same level with that of independent or
dependent words.

2.3 Grammar

A grammar for mechanical translation is represented by a set of rewriting

rules used in phrase structure grammar. There are three forms;

apBro—>el(o)

afr —e(o)

a B - € (§, 0)
where a, 8, 7,0 and € are symbols for part of speech, £ is an indicator for word
order in English, and « indicates words to be inserted. The meaning of rewrit-
ing rule is that if the same sequence of part of speech on the left hand of
rewriting rule appears in the sentence, the sequence of symbols is replaced by
the right hand symbol ¢, and according to &, ¢ an apropriate subtranslation for
that sequence is constructed (see Fig. 1). '
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Table 1. Examples of independent words.

Symbol name example Symbol name example
AA adjective EL, TP N5 noun X, X5
AB ” ELL, @S N6 ” 4R, R
AC ” EL, FPn N7 ” HIS, HATS
B1 adverb N4, 0 | R1 D,
B2 ” 1ZiE 1A intransitive verb | 357 (ARUK)
B3 ” bHDA 1B ” H&

CN conjunctive zU7T, g1z iC ” #<
CT ” & x ID ” B
N1 noun dr, i TA transitive verb | #3¥ (YOM)
N2 ” BNED, Hip B ” i
N3 ” A, 0% TC ” gy
N4 ” &, ETA TD ” A
Table 2. Examples of dependent words.

Symbol name example Symbol name example
X1 e, T XF subjunctive £
X2 posesive D VAV adjunctive T3
X3 subjective Pl Z1 e, 9
X4 ” 12 Z4 predicative 72, TY
X5 objective i< VA imperative EN
X6 adverbial ~ Z8 negative 73
X7 ” < ZA comparative Ag)]

X8 objective % VA% DX
X9 connective &
XA ” DT . period
XB ” Dic EA head, tail
XC ” b s s comma ,
Table 3. Examples of cluster symbols.

Symbol function example Symbol function example
BP adverbial NI1+X1 SY clause MW4+VY
ME ” NI1+N6 SZ ” N1+X24VY
MG subject N1+X3 Uy predicative ID+ZY
MI | object N3+X5 VA ” TB+Z1
MO ” N3+X8 VP ” MO+VA
MW | subject N1+X4 VX imperative TA+Z7
RY celaus MW+ UY VY predicative TB+ZY
SG subjective SY+X3 VZ ” TD+X7
SO objective SY+X8 VF subjunctive TB+XF
SS sentence MW+VP KB interrogative KA-+##

SX imperative #+VX
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Seguence of symbols ?ﬁ?&r‘; word order words to be inserted

_— [js_?_l( [4132] IDO—'QS'BE'?J >
’\\‘\ » 2

Pattern

fﬁ;‘;{aﬁm I(KB)’DOTl(MW)l P [(m)lsg |(N1)I ? |

Fig. 1. Structure of pattern and partial translation.

Table 4. Examples of patterns.
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class sequence of symbols substitution| word order | auxiliary word
fid MO TB XF MW 1320 3000
Ad N1 ZA AA VA VY 4 3 21 1000
BP CN N1 X5 BP 1230 0 000
BP VP » vPp VP 2140 060G 00
Bl Bl X9 BP 120 000
A3 MG TY N1 N1 312 2 00
MG AY N4 N1 31 2 210
MG TY TY SY 120 0.0 0
AB N2 N2 1 2 G 0
A2 AB VF VF 21 00
KA i KB 00 00
B1 AY AY 1 2 00
i3id MG A% KB S8 4 230 >0 A0
B4 bt MO TB YA SS 1 4 3 2 1 00A
MW = Bl MG VA SS 1 43 2 0000
VP MW VA $t SS 41 2 3 1000
MI MG VA S$S 2 31 000
B3 MG VP KB SS 31 2 >0 A
MW CN VP SS 213 000
MW N3 Z1 SS 1 3 2 100
CN VA SS 1 2 I0
B9 MW VA SS 1 2 0.0
SS KB SS 2 1 > A
SS SS SS 1 2 00
auxiliary words 1: BE, 2: THAT, 3: TO, A: ?, G: AND, I:1 (WE, IT), >: DO-

Patterns or rewriting rules are classified into two major classes A and B

according to their role in sentence. Patterns in each class are further subdivi-
ded by the length of their left hand, i.e. number of symbols on the left hand.
Therefore there are six classes in total, i.e. A4, A3, A2, B4, B3, and B2. A4, for
example, is a class of patterns which belong to the class A and their number

of symbols on left hand is four. Some examples are shown in Table 4.
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(1) Input sentence——— —— ———~— 27 TV TAY ERIIIF RUYIYUR ITIMF T
K H
(2) Segmentation — == % !}l 8 K
(3) Correcti | K X0 A R U
rrection o Fr————--
don SRR RN
(41 Tdiom . 0 G AT E S A T U
(5) Part of speech -——7—==## RI NI X4 NI X1 TA Z1 Ni Z4 HH ex
(6) Choice of symbol ———- Lm—l
: MW
BP
VY
(1) Syntactic analysis —————— VY
N1
VA
55
*%
* % ————8§ NW X4—
—EN1‘—[R‘I—TH18
N1—SENTENCE
VA Z4—
e
. N1 N1—SUMMARY
(8) Generation of PTHAT
pseudo-sentence ————~— - VY—-VY—1-ZY-BEED EN-
(Transformation) —[ TA-TRANSLATE
BP——[X1-—BY
N1- COMPUTER
(9)Qutpyt = ————————=—==~- THIS SENTENCE IS SUMMARY THAT WAS TRANSLATED BY COMPUTER.

Fig. 2. Process of mechanical translation.

3. Algorithm of translation

Translation process printed by the computer is shown in Fig. 2.
(1) Input; Input sentence is written in KATAKANA and in the form of sepa-
rate phrase. .
(2) Segmentation; A typical structure of phrase is ‘independent word” -+ ‘de-
pendent word’. So input sentence in phrase form must be segmented into word
unit. In this case dependent word or words are considered as if they are suffix
in Indo-European language. Suffix table consists of about 200 dependent words.
(3) Correction of segmentation; For some words segmentation always yields
wrong results. This wrong segmentation is amended by the use of word table
containing about 200 words which are usually segmented wrongly.
(4) Idiom; a set of words, which convey a definite meaning as a whole, must
be treated as if they are single word. The idiom dictionary has about 200 sets
of words.

An example of above four processes is illustrated below ;

(1) KONO HOQWA ZYUUYOUNA BUQKENDE ARU

(2) KO-NO HOQ-WA ZYUU-YOUNA BUQKEN-DE ARU

(3) KONO HOQ-WA ZYUUYOU-NA BUQKEN-DE ARU
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(4) KONO HOQ-WA ZYUUYOU-NA BUQKEN DEARU
(5) Word dictionary; each word is consulted with word dictionary which has
about 8,000 heads, and is given parts of speech and corresponding English words.
(6) Selection of part of speech; when a word is given two parts of speech
by the dictionary, one of them which is suitable for that sentence must be
selected. “WATASHI”, for example, has two symbols TB (as a verb) and N3
(as a pronoun). If a word having a symbol X4 followed this word, then N3 is
chosen, but if a word with Z1 symbol comes after this word, then TB is chosen.
Otherwise the order specified in the dictionary is adopted.
(7) Syntax analysis; according to the priority mode among the patterns or
rewriting rules, simple pattern matching technique is applied to the sequence
of part of speech in sentence in the way schematically shown in Fig. 3. First,

Sequence of symbol in sentence
Pr P B R B Fpo-oe s Py By
A3

—A?2

—A2
— A2
A4 & B4
A3 & B3
— A2 & B2
A4 8 B4

A3 & B3
——A2 &B2

Fig. 3. Algorithm of parsing,

from the top of the sequence four symbols PiP.PsPs are taken out, and this
sequence of four symbols is compared with that of left hand of patterns in A4.
If there is no coincident one, P:P:P; is compared with that in A3. If not, P,P:
is looked for in A2. If this matching is not successful, then P:P;P.Ps is taken out,
and this is looked for in A4, and then P;P;P. in A3, PPy in A2. If P.PiPiy
is found in A3, this sequence of symbols in sentence is replaced with the right
hand symbol of the coincident pattern, and corresponding partial translation is
constructed (see Fig. 1). After this substitution, the same matching procedure
is repeated. If there still remain several symbols in the sentence after process
comes to the end of sentence, then process returns to the top of the sentence
and the same procedure is continued using this time both class A and B.

(8) Generation of translated sentence; At the time when syntactic analysis is
finished, a pseudo-sentence which includes operators is obtained. A pseudo-
sentence is shown in Fig. 2 at the end of branches of lower tree. After some

transformations are applied, the final translation sentence is obtained.
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4. Experiments

Experiments were performed using a medium size general purpose computer ;
NEAC 2200/200, core 16k characters, cycle time 2us. As a backing store a
magnetic tape was used. Program was written in assembler language and had
about 1,800 statements. Translation time was about 40sec for sentence consist-
ing of about 30 phrases. One-third of time is spent to transfer data from
magnetic tape into main memory. Several examples of translated results are
shown in Table 5. Distinction between single and plural form is not considered,
and articles are neglected because in Japanese such information is not expressed
explicitly. An expression such as I (WE, IT) is inserted when original Japanese
sentence has no subject part.

5. Conclusion

This paper describes a trial of mechanical translation from Japanese into

Table 5. Examples of mechanical translation.

OF~ENE L, BEREBRODLZTL & 9.

OFDPELDORETH % LFFEHE LD KL

TURNING TO RIGHT, POST OFFICE
WILL BE FOUND.
OEEDEN M YA v 2D 3 EBEHTH »
1z. :
PASSING THROUGH LONG TUNNEL
OF BORDER, IT WAS SNOW
COUNTRY.
OB T CRAIT > 2T S sk,
YOU HAD BETTER GO TO STATION
AT ONCE.
ORMBBIB I o1 bF B ENE2 LA 5.
I WAS YOU I WOULD DO IT.
ORFEBER, Lirl, RREBTICEEA -
T 5.
I AM FOOL BUT I KNOW TO LOVE.
OfLRDEER. 2L THBIRLETT.
I AM BOY AND YOU ARE GIRL.
OBELRRI X ->THEL NI ) va2HET
N5,
SHE EAT APPLE THAT WAS GIVEN
BY FATHER.
OFRABENSVERR 12 BAE R > TN 5.
WE KNOW MAN THAT HE SAW
YESTERDAY.
OBRBBRORITERTT.
HOUSE WHOSE ROOF IS RED IS
SCHOOL.
OBx RADBHEN TN BN EES.
WE CROSS RIVER THAT WATER
FLOW.
ORBEBEETH I E5M>TN 5.
I KNOW THAT HE IS HONEST.

MBECAERSID, UL, BRADEFELEL
1D, FEEHELUARDT 25, Bx BSER
THESKIRED T —WAI LT E30.

I (WE, IT) THINK THAT READER
KNOW WELL THAT SOUND IS VI-
BRATION OF AIR, BUT SOUND THAT
WE DO STORY AND ENJOY MUSIC
IS ONLY ONE PART OF AIR VIBRA-
TION THAT WE USE.

OCTT, chhoBELTZEFTRIZ, i

2, Tx DB OEREOENIRE)
TH 5.
SUPER SONIC TO TELL HERE FROM
THIS IS HIGH VIBRATION OF FRE-
QUENCY THAT IS NOT HEARD,
NOW, IN (AT) OUR EAR.

OON-LINE TIME SHARING SYSTEM <
BAMEBBRIERERETECENTE 3
B, FOIIEREBRICITE R REL TS 3.
HUMAN BEING AND COMPUTER
CAN CONVERSE WITH DIRECTRY IN
ON-LINE TIME SHARING SYSTEM,
BUT THE GRAMMAR IS INPERFECT
INDEED YET.

CHAEBLIEBEELOMOF v v 7% 5

DBIDICFANTDOABESELAETECE
BEE L.
TO CREATE ARTIFICIAL HUMAN
BEING LANGUAGE IN ORDER TO
BURY GAP OF THIS NATURAL ILAN-
GUAGE AND COMPUTER LANGUAGE
IS DESIRABLE.
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English. The analysis of this results tells us that a model of phrase structure
grammar is applicable even to Japanese which is usually thought to be very
different from Indo-European languages. Also it is useful to mention that re-
writing rule of context-free form having priority mode is very effective for
mechanical translation, though language itself is context sensitive. Our technique
developed for analysis of sentences is not only applicable for mechanical trans-
lation, but it may be effectively used for any situation where on-line conver-
sational communication system using natural language is adopted.

As for the next step, it is very important to investigate how to introduce

semantical information into syntactic one.
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