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Segments Organization by Cluster Analysis

Tohru NISHIGAKI*, Hideko NOGI* and Shinya Miyamoto**

Abstract

An efficient Segments Organization plays an important role in the design of
high performance data base.

This paper describes a new method to organize a lot of data-items into proper
segments which diminishes data access overhead remarkably. In the process of
organization, Cluster Analysis which is widely used in the field of multivariate
analysis, is employed to cluster data~-items.

Simulation results mhowed this method reduced data access overhead by 35 ~
45 %,

1. Introduction:

It is well known that organization of seguents influences greatly on the data
base performance. A segment can be defined as a logical unit of store amd refer-
ence no matter whut kind of storauge devices are used. From the viewpoiat of
access overhead, it is desirable that dauta items referred to together by an appli-
cation program should exist in the same segment. On the contrary, as the data
base is used by many application programs, to integrate a large amount of data
items into one segment increases the transfer overhead prohibitively.

This paper describes a new technique to organize effective segments in the
design of data base. Cluster Analysis is employed to classify a lot of data items
into proper segments. Experimental results show segments organized by this
technique can achieve a very high performance.

9[5][43 about the reduction of I/‘O overhead; however,

There have been report
the technique presented here depends less on physical characteristics of storage

devices and, therefore, can be applied widely in the design of data base.

This paper first appeared in Japanese in Joho— Shori (Journal of the Information Processing
Society of Japan), Vol. 17, No.6 (1976), pp. 494~500.
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2. Segments Organization of Data Base:

First, we define some terminology used im this paper. An item is a minimum
logical data unit. A segment is a minimum logical unit of store and reference,
which is composed of several items. An application means a process which refers
to various items.

We denote the set of application by G ={ g, . g, vty Bp oo Br } e
The whole set of items I = { a, ,a,, - , a, } is given as follows, where Igp
is the set of items referred to by application &p-

I==16‘ 1} 182 U eeee U I8p U eee U IBr [{}]

Relations between applications and items can be represented by reference
matrix R = { Tpq } e Tpq equal to 0 if &p refers to ay and O otherwise.

By classifying I, we organize m segments Sy (¢ =1, 2, ... m), which forms
the set of segments S = { S,,5,, e+ees, Sp } « It is assumed that each item
belongs to only one segment but never to several differeat ones.

Next we define am evaluation function by eq.(2), which correspomrds to the

effectiveness of S. Isk represents the set of items composing Sy.

N m
= z[w 2 (aT(p,k)+aAa(p,k))e«d,
p=1 P kw1 P

ceereeeeieees (@)

dyp =

{1 Iy, = ¢
0:Is,n Ig,= ¢
Here, wp is a weighting factor which indicates the processing frequency of g, -
o A (p,k) means the overhead to have access to Sy by g, And 2 ™p,k) cor-
responds to the overhead to transfer Sy between storing area and processing
area by g,. Consequently, ( ~2(p,k) + ~ A(p,k))corresponds to the overhead of
reference to Sy by 8p .

After all, our objective to be achieved is the organization of the segment set
S which minimizes ¢ defined by eq.(2).

3. Optimal Segments Organization by Cluster Amalysis:

We employed hierarchical Cluster Analysia1 ez to realize S which gives as
small ¥ as possible. The distance (inverse of connectivity) between items and

clusters must be predefined for the clustering. djj, indicating the distance be-

tween item o, and a; , is given as follows:
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r
d”:d“:c/ b Wp"’pij (i, j=1,2, ¢0e,n)

p=1
1.a5,a; € I, | cccacaaaa.. 3
8pij= ’ ! e @
0: a; & Igp or aj; & ISp
C ¢ constant value

Where ¥p is average processing frequency multiplied by average number of cases

per one processing. The distance between cluster Cy and cy is defined to be
min

“i’cx'aj‘cy

On the basis of the above definitions, Single Linkage Method and Hierarchical

d;, which is called Nearest Neighbor.

J
Mode Method are employed as a clustering algorithm. In the clustering process,
the most strongly connected two clusters are clustered one after another im principle.

The result of cluster analysis is obtained as a dendrogram. In a dendrogranm,

itema are listed on the sbscissa, and the len ordinate is e

the strength of relation between items. By cutting the dendrogram off at a proper

point on the ordinate, we can obtain clusters as groups of items interconnected with
each other.

We organize segments from the items included in each cluster. The reason
why we can attain small ¥ is obvious; because those items which are often
referred to together should be classified into the same cluster.

4. Experimental Results
4.1 Example System:

An Actual batch processing application system is treated as an example. The

system is composed of

34 applications Table. 1 Examples of Segments organized by
G={g,,8, 2%, 83541} Cluster Analysis.
and 29 items

I={a,a,,*¢s, a,, }.

An item length egnent | number of items|number of items
Organizati belong to s, belong to 8,
¢ (q=1, 2, ..., 29)
Sa 14 1
is from 1 to 30 >
bytea, and total SB 21 8

29
length =~ £, equal
1

q=
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Fig.1 Dendrogram Example:

the result of clustering items

by Single Linkage Method.

to 178 bytes; 15 items are used as a key item of reference, and the total amount

of data is about 1,000,000.

The demdrogram resulting from Cluster Analysis is shown in Fig. 1. Ve

organized two kinds of segment sets S, and Sp (Table 1), by cutting off the

dendrogranm.

Large capacity magnetic disks are chosen us storage devices. Indexed

Sequential Organization is employed with the primary key which is most oftemn used

a8 a key item by G. Secondary
indexes are also made for those
applications using other keys.

4.2 Investigation by
Evaluating Function ¥ and
Simulation Verification:

We calculated the evalua-
tion value for S, and SB given
by eq.(2). In eq.(2),oT(p, k)
is average tranafer time between
disk track and main memory, and
A;A(p, k) is average access time

using ISAM(Indexed Sequential
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Fig. 2 Variation of Performance with

number of segments =m.



157

hAccess Method) and, Table., 2 Performance Comparison estimated by

if necessary, Evaluation Value ¥ , in the case m = 2.
Secondary Index.

The result is

shown in Table 2, ,
v, T, T/ ¥y L PV N
vhere ¢, and ¥p
correspond to S, and 1.86 1.61 1.06
S respectively. ¥,
and ¥, correspond Tuble. 3 Performance Comparison estimated by
to So and So which simulated I/0 totul time, in the case m = 2..
are both organized by
dividing all items
into two groups at
random. It is shown Ty/ Ty T;//TA Tg/ Ty
that the employment
1.71 1.55% 1.02

of cluster analysis
decreased the value ¥ by 35~ 45 . WA is about & % smaller than ¥ ,, so tnat

S, is more effective than Sp in our experiment.

In addition, SA(nzz) was compared with the segment set of m=1 and m23. In
Fig. 2,m=1 represents the cuse in which all items are integrated into one unique
segment, and mz3 corresponds to segments made by multi-~division of dendrogram. In
our experiment, m=2 gives minimum value because transfer overhead T increases
at m=1, and acceas overhead &~ A increases at m33.

As discussed above, Sy is considered to be the segment set which gives very
small ¢ , not to say an optimal one.

Table 3 shows simulation results executed on the same application system.
In Table 3, Ty, Tps» T, and T, indicate simulated I/0 total times referring to
Sp» Spy 5, and 5; , respectively. Comparison between Table 2 and Table 3
verifies the propriety of the evaluation function ¥ and the effectiveness of seg-
ments organization by cluster analysis.

5. Conclusion:

A Cluster Anulysis technique for organizing segments of data bases is pre-

sented. It was found that this technique has reduced by 35 ~ 45 % the reference
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overhead compared with those organized at random.
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