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Abstract

This paper describes a question-answering system on the topic of figure manipula-
tions, which has been implemented on mini-computers PDP11/20 and GT-40.

The system handles Japanese sentences in declarative, interrogative, and impera-
tive formats, including active, passive, and causative voices. The system manipulates
figures as an action, and answers questions about states of figures, properties of
figures, past events etc.. Dialogues between a person and the computer are carried
out in real time through the Kana (Japanese phonetic symbol) keyboard, and figure ma-
nipulations are shown on the display.

1 Introduction

It is considered as very important to develop a man-machine communication tech-
nique from the software engineering point of view.

There have been a number of computer question-answering system from the view
point of making a computer model of human thought and knowledge.(l)'(z)'(3)

This paper describes a question-answering system, using the Japanese language,
about simple figure manipulations. The system manipulates figures on the graphic dis-
play and answers questions about states or attributes of the figures. The system
interprets and applies the meaning of sentences and takes several actions if possible,
or requests more information when there are several possible interpretations. In ad-
dition, the system learns logical relations between objects, so the system can handle
logics such as modus ponens and syllogism.

Main characteristics of the system are summerized as follows: (1) The queétion-
answering topic includes generations and disappearances of objects. (2) An inter-
pretation of a subjunctive phrase is considerd. (3) Identification of object or loca-
tion, differentiation between intensional meaning and extensional meaning of object,

tense interpretation of relative clause, and default assingment of case elements in a
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sentence are considered. (4) Acquisition of newly defined concepts concerning ob-
jects, mental states or relations between objects are considered in a uniform semantic
structure model.

2 System implementation

The system software organization is shown in Fig.l. It is written in assembler
language, which has macro facilities to manipulate list structured data. The program
size of the system is 28Kw in PDP11/20, and 17Kw in GT-40. Lexicon (a 150 word vo-
caburary) has 7Kw size. 4Kw spaces are reserved for the data-base to store knowledge
acquired through dialogue. The programs run under the control of DOsS.

The system can interpret normally expressed Japanese sentences, and can answer in

1 to 5 seconds. PDPLL/20 6780
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character string delimited by space in the sentence,
Fig.l System Construction

when it is needed. (2) When the control is returned
to the semantic interpreter, with analyzed Bunsetu information from the lexical analy-
zer, it invokes the syntax analyzer to analyze dependency relation between Bunsetus
into dependency tree structure. (3) The semantic interpreter then constructs a seman-
tic structure of the phrase from dependency tree. When the semantic structure is con-
structed as a command structure for a phrase which conveys a concrete closed meaning,
the semantic interpreter invokes the inference routine, which checks the validity of
logical meaning of the semantic structure or searches for required items in the data-
base. (4) In the course of the process of interpreting a sentence, many interactions
between the semantic interpreter and the lexical analyzer, the syntax analyzer, or the
inference routine may occur. Also, the process may backtrack, when a misunderstand-
ing is detected. (5) When a whole sentence has been interpreted, the output sentence
is synthesized according to the inference routine result.

3 Lexical analyzer and syntax analyzer

Syntax part of the system consists of the lexical analyzer and the syntax ana-
lyzer. The lexical analyzer parses the structure of a Bunsetu, and genarates a data

structure which representes the Bunsetu category. The syntax analyzer parses gover-

nor-dependents relations between Bunsetus, using dependency rules given to the system



in advance, based on the Bunsetu information generated by the xic ¥
A dependency tree structure example is shown in the following. (Arrow heads are
governors and tails are dependents.)

AKAI ENWO SANKAKUKEINO MIGINI TUKURINASAI. (Make a red circle at the
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right of the triangle.)

4 Semantic interpreter

Semantic interpretation process is basically bottom up. The interpretation pro-
ceeds by scanning an input sentence from left to right. At the early stage of inter-
pretation, the semantic structures of words or sub-phrases are considered. These
sub-semantic structures are then organized into the semantic structure of a phrase
or a whole sentence.

The interpretation process is explained in the following for the above example
sentence. The semantic structure of 'AKAI EN' (a red circle), 'SANKAKUKEI' (the tri-

angle), and 'MIGI' (right) are shown in the following.

*OBl: ((IS # *OBl CIRCLE) *RL: ((RIGHT # # *OB2))
(COLOR # *OBl RED)) *OBn: object variable, *RL: relation
*OB2: ((IS # *OB2 TRIANGLE)) variable, #: unspecified element.

When the verb 'TUKURINASAI', which is the imperative form of 'TUKURU' (make), is
recognized, the following command sequence is generated.

(FIND *OB2 ((IS PRES *OB2 TRIANGLE))) *RL: ( (RIGHT PRES *OBl *OB2))

(DO (MAKE *OBl *RL)) [ *OBl: ({Is PRES *OBl CIRCLE) (COLOR PRES *OBl RED))
On the other hand, if 'TUKURINASAI' in the example is replaced by 'UGOKASINASAI'
which is the imperative form of 'UGOKASU' (move. Move a red circle...), or 'TUKURIMA
SITAKA', which is the interrogative form, in the past tense, of 'TUKURU' (Did you
make a red circle...?), the following sequences are generated, respectively.
(FIND *OBl ((IS PRES *OBl CIRCLE) (DO (MOVE *OBl *RL))
(COLOR PRES *OBl RED))) *RL: ((RIGHT PRES *OBl1 *OB2))

(FIND *OB2 ((IS PRES *0OB2 TRIANGLE)))

(FIND *OBl ((IS NIL *OBl CIRCLE) (TEST ((MAKE *EV *OBl *RL))
(COLOR NIL *OBl1 RED))) (RIGHT *EV *OBl1 *OB2)))

(FIND *OB2 ((IS NIL *OB2 TRIANGLE)))

PRES: present tense, NIL: present or past tense, *EV: event variable.

5 Inference routine

Inference process in the system is considered on two levels. The first level of
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inference is embedded in the semantic interpreter. The second level of inference
solves problems, which are represented as command made by the semantic interpreter,
from the facts (or knowledge) in the data-base.

In the first level, inference processes are: (a) disambiguation process, (b) dif-
ferentiation between extensional meaning and intensional meaning, (c) tense extrac-
tion, and (d) identification of reference. All of these problems are important, espe-
cially in case of Japanese, since the Japanese language has many ambiguous aspects,
e.g., the lack of concepts of articles, the relative meaning of tense, the omission
of case element.

The second level is a command executor, which operates on the data-base to solve
those problems in procedural deduction mechanism based on pattern matching technique
including the planning of the figure manipulation on current environment and display
control.

6 Sentence Generator

An output sentence is generated by re-constructing from the dependency tree of an
input sentence held in the system. This algorithm is very simple and very efficient
indeed. Although generated sentences have redundant expression to some extent, they
are sufficiently natural for conversation.

7 System facilities and sample dialogue

The approach by the method described so far achieves the following facilities:
(a) figure manipulations (e.g., "Make a big yellow triangle at the left of the dis-
play and move it to the right of the circle."), (b) searches for objects, locations,
events, attributes etc. (e.g., "wWhat did you make on the upper side of the square ?"),
(c) pseudo figure manipulations (e.g., "If you erase circles, are there red figures ?
"), (d) conditional actions (e.g., "If there is a red circle, erase it."), (e) deduc-
tions for special objects or general objects (e.g., "Any circles are round. Make a
circle. 1Is it round ?"), and (f) acquisitions of new concepts, such as name struc-
ture of objects, and relations between objects (e.g., "Red circles are named 'Sun'.").

The actual dialogue is shown in Fig.2. The translated English is shown in the
second column.

8 Conclusion

A question-answering system, using the Japanese language is introduced through
the topic of simple figure manipulations.

This implementation proves the effectiveness of the syntax analysis method by
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dependency grammar model, of the semantic interpretation model, and of the inference
mechanism based on the command notion and procedural deduction through pattern match-
ing. Also, it clarifies a method of solving some problems peculiar to the Japanese
language.
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# Make the largest triangle in the right of
the display.
=== Yes, I made the largest triangle in the
right of the display.

RyS IETZ EwbE AARA R RDNAD

4D/ $AWF HD54F ¥OU. v TH%44.  # Make a small yellow rectangle on the left

Yr3Y F4%4 PHA LD U0, of 1t, and make a red circle which is smaller .
--= N4, ¥, ESTUZ ¥4p ¥4R5 a0HAD than it under the side of the rectangle.
"0y, s TADNA Y3 F4%4 PH4 ——- Yes, I made...
09 WuTL9, -
. . # Paint the circle blue, and move the rectangle
23 PAD XU LAONTD »Te, : gle —.
PR h sy veesas to the right lower part of the display.
Aiaig D - N --~ Yes, I painted the circle blue, and...
8 P4 LN AUNL4, # Red circles are beautiful.
EERE LTRE L5 P RO S I P A —== I understand. Red circles are beautiful.
R 8L ABDLA ERT E9T. # I like beautiful things.
== N4, ORULT. PHIA HVIL4 EsHT REPT R, -== 1 understand. You like beautiful thinge.
B OHCRTNLS ETTUZ IR MDSL 9. # What was made on the left of the triangle ?
—m= WAL, EITNZ LRDNAL PHA Iiw ~-- The rectangle and the red circle were made
.03, 709 on the left of the triangle.
# AUDLF B 0L, # Make a beautiful thing. —J_
=== NA. AMDLA 0 ESF NONRLA, =~- Yes, I made a beautiful thing.
¥ THA IoAT ISL A, # Was a red circle made ?
LR L PR & E S 3P M- PR B ~-- Yes, a red circle was made.
4 7% G 2EH # Do 1 like it ?
=== nA, FEIN AT TEFC T --- Yes, you like it.

n,m:;,"al::r'::": ::h‘ BARATY A # I call the thing which is made by attaching

i = - " N a large red tri, e ol " ",

Smm A, RYTDB. LAYy AL PADF AAR4 L ercearg angle on 4 rectangle, "house
LALME LLEE I D B N S R AR

l__j

8 8L mat BT PLAT LT ATI 57" hb. # If there 1s a thing which I ljke, move it
-=- 080 Tatut  4H 2LAYE LUdRL, to the upper.
--- I cannot understand the word "ljke".
B DL D ESAT O PLNT 01D ERTUALZ A2 At # If there is a thing which I like, move it
—-= N, P90 D¥F BT PUTLORD 0? to the left upper.
E9 AT AD" ALILY, === Yes, since there was the thing which you
liked, I moved it to the left upper.
LIPS SR . L e # Make a house on the left of the circle.
So= IR PAS Lok PRE IVRT PUIR --~ There is the red circle and the blue clrcle.
I/OEST O L2LENET M4, Plesse show me the one which you prefer.
® A4 1009, # The blue circle.
--= Mi, AI? Xl E9TUZ wAYDLEe, —--- Yes, I made a house to the left part of
the circle.

# AP EI VLI AU,

# Move the h
eo nf. AT™ £ L9 mwnaLe, ouse to the left part of the display. ——

~-- Yes, I moved the house...

[ L—\

# 7H4 I FANA LADNAD wb. # Erase the red circle and the small rectangle.
~== AL, PHE ILh FA84 LADNADP yLIL9. --= Yes, I erased...

Fig.2 Actual dialogue (#: input sentence by a person, ---: the computer's response)



