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Non-keyboard Input of Japanese Text
On-line Recognition of Handwritten Characters as
the Most Hopeful Approach
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Among non-keyboard input methods for Japanese text, on-line recognition of handwritten characters is
surveyed as the most hopeful approach. Its technical advantages are discussed in comparison with speech
recognition and optical character recognition. Research activities of on-line recognition are divided into four
generations including two times of hot periods. The first generation was expected to establish the technology
soon, but realized how noisy and distorted human writing patterns were. The second was devoted to steady
researches for recognition of such human patterns under certain constraints. The third is characterized by hot ac-
tivities to make products of script recognition as well as researches to liberate writing constraints based on
remarkable progresses in hardware. The latest generation studies intrinsic problems of pattern recognition in
the domain of on-line recognition. The 'survey is aimed exhaustive. Throughout the generations, considerable
efforts have been made to relax constraints on character patterns to be recognized. Stroke order free and
number free recognition has been sought. At present, however, a method free from the one constraint is not
completely free from the other. Other issues also remain for on-line recognition to be employed for general text
input. Nevertheless, handwriting input has potential merits unmeasurable by performance or cost-effectiveness.
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1. Introduction

Japanese is a language whose character set includes
thousands of ideographic characters of Chinese origin
called kanji and two kinds of 46 phonetic characters
(among which 9 letters have a small case as well) with a
voiced sound mark and a P-sound mark. One kind is
called hira-gana, the other is kata-kana and they are
called kana collectively. Moreover, English alphabets,
numerals, Greek letters, symbols and so on can be incor-
porated almost freely. The history of Japanizing kanji
has removed the four tones is Chinese and produced
many homonyms.

Although Japanese text processing by computers has
got behind, its necessity in professional business such as
newspaperdom, triggered off the research and develop-
ment of the Japanese text processing technology in
1950’s [129, 52}. Then, this trend gradually spread into
commercial business where Japanese names and ad-
dresses must be processed [107]. In 1980’s, this is being
strongly accelerated by the movement toward office
automation (OA) and home automation [62].

The technological background for office automation
and Japanese text processing had been matured by the
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end of 1970’s. Microprocessors, large-scale IC
memories, floppy disk drives, Winchester disk drives,
wire-dot printers and laser beam printers were all
available to produce less expensive products. As a mat-
ter of fact, the first Japanese word processor was pro-
duced in 1978 [40, 41]. Since then, the development race
of low-price Japanese word processors and personal
computers with word processing utilities have been driv-
ing the research and development of the Japanese text
processing technology significantly. Ever continuing
progress in microelectronics and input/output devices
is promising that computer processing of Japanese
documents can be made still more inexpensive. Conse-
quently, the price becomes cheap, the market of
Japanese text processing is expanded and then the merit
of mass production can be enjoyed, which forms a
positive feed-back for the spread of the Japanese text
processing evolution into the entire Japanese society.

Compared with the technical developments as men-
tioned above, however, there still remains an intrinsic
problem in Japanese input methods, i.e., a problem to
input text of the large and mixed set of characters. We
do not yet have any definitive input method which is
easy to learn, easy to use, and efficient as well.
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2, Japanese Input Methods

2.1 Overview

Input methods currently available or being studied
could be divided into four groups: sight-typing, touch-
typing, kana-kanji automatic translation, and applica-
tions of pattern recognition. Sight-typing is a method
that uses a full keyboard of kanji and kana. The point
of sight-typing is that anybody can use it without train-
ing. But, it is not efficient to search for a character
among thousands of keys even if they are arranged in
some order. Touch-typing [43, 122, 22, 63] is perform-
ed on a kana or English keyboard where two or more
keys correspond to a single kanji. Touch-typing would
be the most efficient and inexpensive method among
others. But the problem is that one must get trained.
Kana-kanji automatic translation [55] is the
mainstream at the present time, since anybody can use
it with a keyboard after a little training and high perfor-
mance of more than 100 character input/minute can be
expected for well-trained typists with their private
translation dictionaries [109]. But, a sentence must be
chopped into clauses for better translation and the
translation is often obstructed by homonyms.
Takahashi shows that non-professional users have a
wall of 30~35 character input per minute [109].
Moreover, human stress of this method is being socially
recognized and scientifically studied by H. Yamada et
al. [123, 87]. In any case, smooth and perfect transla-
tion from the phonetic characters to the ideograms can
not be expected until both syntactic and semantic re-
searches on Japanese text processing bear fruit. As ap-
plications of pattern recognition, we can enumerate
speech recognition, Optical Character Reader/Recogni-
tion (OCR) for handwritten characters and their on-line
recognition.

2.2 Non-keyboard Methods

Speech recognition [11, 75, 76, 23, 77] is one of the
casiest methods for users. But, both the problem of
voice to phonogram transformation and that of
phonogram to ideogram transformation must be solv-
ed. The current level of speech recognition is restricted
to a very limited number of words by a specific speaker
with word by word input under noiseless circumstance.
This by no means provides a natural method for users
to input text. Syllable by syllable recognition theoretical-
ly enables a user to input any sequence of phonetic
characters but it is technologically even harder and less
natural for him. Speech recognition is not just confined
to the problem of speech signal processing but it re-
quires fundamental studies in relation with linguistics,
cognitive science, artificial intelligence and so on.
Although almost all problems in pattern recognition
have such nature, it is most eminent in speech recogni-
tion. Such an interdisciplinary research project has just
been begun as one of Japanese national projects at
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ATR Interpreting Telephony Research Laboratories
[76, 101]. For restricted applications, on the other
hand, developments of LSI and DSP (digital signal pro-
cessor) is favorable to make speech recognition cost-
effective.

OCR [128, 104] is an off-line means to input a large
amount of Japanese text at a time. One can write text
anywhere and later he only has to input that text to
OCR. As for the OCR technology, extensive researches
were made from 1971 to 1980 under the PIPS (Pattern
Information Processing System) project of MITI [2, 80]
and a high-speed OCR for multi-font Japanese printed
characters was developed as one of its fruits [95]. But
OCR for handwritten kanji patterns was left for later
researches. Intensive studies are being continued [44,
110, 124, 125]. Moreover, the recent development of
low-price image scanners is favorable for the OCR
method. But, intrinsically, statistical methods pose
limitations to topological variations of handwriting and
syntactic methods are troubled with segmentation.

On-line recognition of handwritten characters is
more feasible than OCR and still provides the most
natural way to input Japanese text. But the speed to in-
put text is limited by that of writing (about 30~ 40
characters/minute) [105, 134]. Each has its merits and
demerits, thus has its raisons d’étre. It is probable that
future systems need to make several input methods
available each of which is suitable for particular usages
and presents its superiority for various kinds of workers
to prepare, edit, modify and refer shared documents.
Extensive variety of input/output methods and their
systematization would be essential for better man-
machine communication.

In summary, on-line recognition of handwritten
characters is the most feasible method that we can ex-
pect. As a matter of fact, extensive researches have been
made and some have been turned into products. As
non-keyboard input of Japanese text, therefore, this
survey focuses on the history of on-line recognition.

3. Advantages of On-line Recognition

The advantages of on-line recognition are as follows:
(1) Non-professionals can use it without training in
much the same way as they write a manuscript with a
pen. (2) On-line handwriting is suitable to input various
line drawings which often appear in Japanese
documents as well as text. (3) On-line, real-time and in-
teractive communication between a user and a system is
suitable to input, edit and format documents. (4) Rejec-
tion could be notified and fixed by virtue of interactive
processing, although misidentification may be slipped
in. (5) Technological progress and price-down of tablet
digitizers are remarkable [27] so that they can be ex-
pected as one of common and standard input devices to
input script and drawings. Conventional tablets provide
a trace of pen motion at more than 100 points/sec. with
0.1 mm resolution. Furthermore, there would be little
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technical difficulties to produce portable and handy
tablets. (6) Input speed of on-line handwriting is surely
slower than those of well-trained kana-kanji transla-
tion, touch-typing and OCR. But, on-line handwriting
dose not disturb user’s thinking so that input can be
simultaneously made with it. Therefore, overall time re-
quired to produce documents would not be much
greater than others for end-users who must make and in-
put text for themselves.

Moreover, it has the following technical advantages
against OCR.

(1) Pen’s down/lift information is available to
separate strokes easily form one another, so that the
difficult problem of segmentation can be avoided. (2)
The information about pen motion and order of strokes
to write a character can be utilized.

The number of characters and the variety of
character patterns, however, are yet serious obstacles to
realize on-line recognition of Japanese characters.
Moreover, rough, distorted and simplified character pat-
terns or old style of patterns are often written in one’s
own stroke order. Because of unexpected pattern varia-
tions, pattern recognition of even a much smaller set of
pattern categories remains to be a non-trivial problem.

4. The State of the Art

4.1 A Bird’s-eye View

Orthodox classification of pattern recognition
methods is either statistical or syntactic, although it
could be argued that the statistical and syntactic ap-
proaches are not completely contradictious concepts.

Statistical (decision-theoretic or discriminant) ap-
proaches extract statistical quantities of features from a
sampled pattern and consider partitioning of the
feature space to best discriminate each pattern category
from one another. Due to its nature, better robustness
for random noises on patterns can be expected. Well-
established mathematics of multivariate analysis is
available.

In syntactic (structural) approaches, on the other
hand, each pattern is structurally described by discrete
nature of syntactic features (pattern primitives) with
their composition rules. Recognition of each pattern is
usually realized by parsing a pattern (sentence of the pat-
tern primitives) according to a set of syntax rules (gram-
mar). These approaches are advocated for recognition
of structures of patterns or structural patterns.

In pattern recognition, ad hoc or heuristical methods
are also sometimes useful and yield good results for
some particular applications in spite of their computa-
tional economy. In general, they pick up most distinc-
tive features of patterns to be recognized and decide a
category of an input pattern after a sequence of deter-
ministic tests. But, they are not generally applicable for
other domains. Moreover, serious problems are often
exposed in learning, increase of input pattern categories

to be recognized and so on.

In the field of on-line recognition of handwritten
Japanese characters, some of the early researches
adopted often rather heuristic methods which examined
structural features. This was partly because hardware
constraint was too severe to apply the theory of syntac-
tic recognition straightly and partly because pure syntac-
tic recognition was premature for practical applica-
tions. At present, ‘‘structural’’ and ‘‘syntactic’’ are
almost interchangeably used, since hierarchical struc-
tures are best described by syntax. But, this was not true
for the researches having been made in our field.

Later in the paper, various distortions and variations
of character patterns are treated, so terminology for
referring them is defined as follows: A character pattern
is termed as a ‘‘simplified pattern’’ when some strokes
or radicals are simplified or omitted according to com-
mon rules or customs. We use a ‘‘running stroke pat-
tern’’ or ‘‘cursive pattern’’ to designate a character pat-
tern with consecutive strokes unstably connected.
When, it is deformed with stroke connected and
distorted, we call it a ‘‘deformed pattern’’. A stroke
may be ‘‘chopped up’’ or ‘‘broken’’ because of fast
writing. Such a stroke is also termed a ‘‘skipping”’
stroke. Character pattern distribution is formed by ran-
dom noises, geometrical distortions, stroke connec-
tions, omissions, breaks, pattern simplifications, defor-
mations, wrong stroke order and whatever else that is
applied to a character pattern.

4.2 The First Generation

It seems that there have been two hot periods in the
researches on on-line recognition of handwritten
Japanese characters. The first period was formed
around 1970, preceded by the opening research by
Groner [16] which attempted on-line recognition of
numerals on the RAND tablet. Most people expected
that technology would soon be matured to a practical
level [99], but the researches were not turned into pro-
ducts. We review them from the beginning.

Hanaki et al. at NEC corp. attempted on-line recogni-
tion of 86 categories of kata-kana and alphanumerals
by a heuristic method [17]. They approximated an input
pattern by 8-directional straight-line segments as shown
in Fig. 1 and examined it according to a decision tree
where tested were (1) the number of strokes (a stroke is
a pen movement from pen-down to pen-lift), (2) the
first, last or largest directional change between two con-
secutive segments in a specified stroke, (3) directional
gap between the first and last segments in a stroke, (4)
position of a crossing point of specified segments (5)
direction of a principal segment in a stroke, and (6) posi-
tional relation between a specified pair of a point and a
segment.

Furukawa and Mita also at NEC studied a structural
and syntactic method for the educational set of kanji
characters [15]. An input character pattern was
segmented into 8-directional vector sequence and consti-
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Fig. | 8-directional segmentation of an on-line pattern.
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Fig. 3 Non-uniform quantization boundaries for segmentation.

tuent strokes were identified into one of 13 primitive
strokes by segment accepting state transition (basically
automaton). Then, it was examined with respect to a
feature description table for kanji patterns of the same
stroke number. In the table, a very neat description
about each character pattern was provided in terms of
units (subpatterns), order free strokes in a unit, 3 ways
of stroke connection and 8 ways of stroke positional
relation within a unit, as well as 4 ways of unit relation.
An input pattern must satisfy all of the features
specified in the description table, although very
restricted distortions and noises were allowed in the
identification of each feature.

Kashioka and Iwaoka at Kyoto Univ. [38]
represented an input character pattern by a sequence of
8-directional segments for each stroke and 8-directional
untouched pen movements between strokes. A segment
and an untouched pen movement both had one-bit
length information, i.e., long or short. The grammar to
describe standard patterns for the educational set (961
char.) of kanji was provided with 50 kinds of strokes
and 220 subpatterns (nonterminals). A subpattern was a
sequence of smaller subpatterns or strokes as well as
in-between pen movements. A subpattern could be com-
posed in plural ways. A stroke was a class of segment
sequences and an automaton to accept it was im-
plemented. An input sequence of segments and untouch-
ed pen movements was identified by the top-down
analysis using this grammar. Other features such as rela-
tions between strokes were used when necessary. This
was a pure syntactic approach. Therefore, the problem
of this approach was that of the syntactic methods, i.e.,
lack of robustness against variations of segments to
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form a stroke and other random noises.

Terai and Nakata at Hitachi Ltd. attempted a struc-
tural method for kata-kana recognition with 7 primitive
strokes [111]. Then, they extended this method to
recognize the educational set of kanji and kata-kana
with 11 primitive strokes as shown in Fig. 2 [112, 113].
It was claimed that this was the first attempt to
recognize a mixed set of kanji and kana. Each input
stroke was described by a sequence of 8-directional
straight-line segments and identified rather heuristically
by means of the following 5 kinds of information: (1)
stroke length, (2) turn features with respect to the first
segment, (3) a sequence of maximum and minimum X-
coordinates, (4) a sequence of segments, and (5) direc-
tion of a straight stroke. An input character pattern was
roughly classified by the number of strokes to form it
and distinctive curvilinear strokes included. Then, it
was tested according to a decision tree which deter-
mined a character uniquely at each terminal leaf. Items
tested at the tree nodes were: (1) stroke order of a
specified curvilinear stroke, (2) stroke sequence between
specified stroke orders (positions in a stroke sequence),
(3) stroke set (order free) between those, (4) existence of
a specified subpattern, (5) positional relation of
specified two strokes, and (6) length relation of those.

They also implemented a similar but stroke-order
free recognition procedure for upper case alphabets and
numerals with 24 primitive strokes, and a statistical
method for hira-gana where X-, Y-waveforms of an in-
put hira-gana character pattern were matched with stan-
dard patterns. As to the matching, an elastic matching
by Dynamic Programming and a linear matching with
Euclidean distance were compared [113].

Another syntactic method is reported by Inoue et al.
[28] at NTT which employs the same primitive strokes
as Terai and Nakata’s method for the recognition of
996 kanji characters. Its identity lies in standard pattern
representation in terms of a sequence of subpatterns,
registration of stroke order variations for a subpattern
and dissimilarity matching rather than perfect match.
The dissimilarity is simply the count of stroke dismatch.
Input data points are segmented into 6 directional
straight-line segments by non-uniform boundaries as
shown in Fig. 3. Non-uniform directional quantization
is also reported in on-line recognition of handwritten
alphabets by Ito and Chui [36]. Stroke identification is
made by automata accepting allowable sequences of
segments. 90% recognition is reported to be realized
after a little training for handprinted character pat-
terns.

Statistical approaches to on-line recognition were
opened by Fujisaki et al. [12] at the Univ. of Tokyo,
although their method was not really statistical. For
handwritten numerals, pen motion was decomposed
into two waves with respect to a pair of orthogonal axes
and the first several Fourier coefficients were computed
for each wave. Then, the order of the largest coefficient
and that of the second largest coefficient were adopted
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as features of the wave. Two pairs of these features for
the two coordinates were examined in reference to
registered features for ten numerals.

Extensive enhancement was made by Arakawa and
Masuda at NTT [6, 7, 8, 9]. For alphanumerals, the
first p Fourier coefficients were computed for each of
x(t) and y(¢) of a stroke, and a stroke was represented
by a vector of 2p elements. They divided alphanumerals
into one-stroke and two-stroke patterns and prepared
standard patterns of 2p and 2 X2p elements, respec-
tively. Recognition of an input pattern was realized by
the Bayes classifier and the effect of a full covariance
matrix between elements (the Maharanobis distance)
was shown against its simplifications such as the
diagonal matrix of variances, although the time com-
plexity of O(p?) was required for the full covariance
matrix. Moreover, improvement of the recognition rate
was shown as the number of the coefficients was increas-
ed up to 10 [6]. In [8], they applied this method for hira-
gana and kata-kana separately, and settled the
covariance matrix to that with the Fourier coefficients
assumed dependent within a stroke but independent
over a stroke. The method was expected to be also ap-
plicable for kanji patterns, but eventually superseded
by a different scheme based on the research by Odaka et
al. [81], which will be described soon.

Aoki, Inokuchi and Sakurai at Osaka Univ.
presented a statistical method for handwritten and
possibly cursive hira-gana patterns [5]. Given an input
pattern, its stroke sequence as well as untouched pen
movement vectors between them are approximated by a
sequence of 20 8-directional segments of almost equal
length and statistically matched with standard
templates. Due to the statistical nature of the employed
features, learning of weight vectors are performed. Aux-
iliary features of the stroke number, the number of
crossing points, the number of a-type loops with their
positions, and the number of g-type loops, are utilized
for fine classification by a decision tree.

A characteristic of the first generation is the
dominance of structural and syntactic approaches. This
is technologically because the hardware limitation was
very serious. Syntactic description of standard patterns
takes less space than statistical matching templates.
And, deterministic classification does not spend as
much CPU time as statistical classification.

In addition to the above reasons, however, there are
the following intrinsic reasons: (1) Extraction of pat-
tern primitives is comparatively easier so that the
difficult problem of segmentation can be avoided; (2)
Distinctive features can be explicitly expressed; (3)
Hierarchical structures of kanji patterns could be
reflected in their recognition.

But, the structural and syntactic approaches as well
as the statistical approaches did not satisfy the level that
we hoped to achieve. Structural and syntactic ap-
proaches are often too sensitive or unstable to er-
roneous features in input patterns. Patterns like kanji

include much redundant information, so that some
features may be defective in identifing them. Those ap-
proaches, especially when a decision tree or an
automaton is applied, however, are likely to reject input
patterns due to a single defective feature. We also ex-
perienced this problem in our early researches with Pre-
JOLIS (Japanese On-Line Input System) and JOLIS-0
[67, 68, 69], so that similarity was introduced.

The problem of pattern primitive errors reflected in
the case of handwritten Japanese character recognition
is serious, since serifs originated from traditional brush
writing often appear at the beginning and end of a
stroke, with the result that strokes are frequently
misidentified. This entails that beautiful patterns with
serifs are difficult patterns for machines to read.

Until recently, computers were far more expensive
than human labor cost, so that users had to adapt
themselves to communicate with computers. Design of
applications as well as systems software were based on
this balance of values. In our application as well, it was
supposed that users should write ‘‘correct’’ patterns of
right stroke order and correct stroke number so that
machines could recognize them. But, users could not
bear and continue to write machine readable characters.

Human communication is carried out by means of
very ambiguous, distorted, noisy and erroneous pat-
terns, so that it is extremely difficult for us to narrow
down this wide range of tolerance to a hairbreadth and
very rigid band of expressions for computers.

The researches of the first generation were too op-
timistic for pattern distortions and variations.
Therefore, it might be more correct to conclude that in-
put patterns turned out not to satisfy the quality ex-
pected by the machine recognition of those days rather
than the machine recognition did not meet the require-
ment.

4.3 The Second Generation

Between the two hot periods, steady researches were
continued by the several groups.

Ikeda et al. at Kyoto Univ. attempted a structural
method for about 2000 mixed characters of kanji, kata-
kana, hira-gana, alphabets and numerals [13, 25, 26].
They divided this set into 5 classes, i.e., one-stroke,
two-stroke, three- to six-stroke, seven- to ten-stroke
and more than ten stroke characters, and examined
basically the following two types of features in a
different way and different priority for each class:

(1) a sequence of strokes each of which has been deter-
mined by a restricted DP-matching with 177 registered
distinct shapes of strokes. (2) a sequence of 24-direc-
tional vectors each of which links the middle point of a
stroke to that of the next stroke as shown in Fig. 4. In a
fewer stroke patterns, the stroke shape possesses more
importance, so that the former type of features are
mainly employed. In many stroke patterns, on the other
hand, the principal features lie in the relation of strokes
so that the latter description is primarily considered.
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Fig. 4 Vector sequence to link a sequence of middle points of
strokes.

Fig. 5 Similar strokes which produce distant vector sequence
(large geometrical distance).

For the identification of stroke shape, an input stroke is
approximated by a chain of 24-directional vectors, nor-
malized into 11 pieces of 24-quantized directions in a
chain, and then matched with registered sequences by a
restricted DP-matching.

To design an unified approach to a wide range of pat-
terns is clearly very difficult, but the switch of recogni-
tion methods poses a serious problem for distorted pat-
terns especially when stroke connection occurs due to
cursive writing.

Nevertheless, their work is worth noting in structural
approaches. A serious problem of structural and syntac-
tic approaches is the lack of robustness to pattern
distribution. Misidentification of structural elements
due to irregular hand motion, serifs, sampling errors of
input data points, preprocessing errors and so on must
be coped with. In the structural and syntactic ap-
proaches to on-line recognition of handwritten
characters, they first introduced the concept of similar-
ity among primitive strokes rather than just geometrical
distance, although they defined it heuristically. If two
different shape of strokes often appear at the same place
of the same character pattern, a small similarity value is
empirically assigned between them even though they
may have a geometrically large distance as such a pair
shown in Fig. 5 does. Consequently, they could reduce
the size of the character pattern dictionary to
1/2~3/4.

Hanaki’s group also published a structural and
heuristic method for kanji recognition [19]. Uniqueness
of their method is a representation scheme of a
character pattern by a string of symbol pairs each of
which denotes positional relation of a stroke with
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Fig. 6 Three types of reference zones (solid lines) and sub-zones
(dotted lines) with their sub-zone symbols.
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Type @
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The string of symbol pairs, VE JN KM, is generated.

Fig. 7 An example of symbol string generation steps.

respect to a reference zone. Suppose a stroke subse-
quence s, $2... s; has been written to form a full sequence
$1 $2... Si... S, of a character pattern. For a stroke s;, the
reference zone is decided as a surrounding rectangle for
the strokes up to the previous stroke i.e. s s;... si-;.
There are three types of reference zones each of which
has a different partitioning into sub-zones as shown in
Fig. 6. Then, the stroke s; is represented by a sub-zone
name of a selected zone type where s; is started and
another where s; is finished. This process goes to the last
stroke until a string of sub-zone pairs is generated. The
reference zone type for the first stroke is defined excep-
tionally by the first stroke itself. But the sub-zone pair
for the first stroke with respect to the defined zone type
can be omitted. An example of this representation
scheme is shown in Fig. 7.

The recognition is made by a decision tree on the
basis of complete match. A decision tree is prepared for
each character set made of the equal number of strokes.
For up to § stroke patterns, an arc of the decision tree
correspond to a stroke sub-zone pair, while for more
stroke patterns, an arc corresponds to a unit and the
unit examines constituent strokes. The employment of
units is to confine stroke variations in a unit and repre-
sent kanji patterns economically.

Clearly this scheme poses very strict constraints on
pattern distortions and variations.
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Kitahara and Isomichi [50] at Hiroshima Univ. set up
10 primitive strokes for the common set of kanji (1926
char.) and represented standard patterns of primitive
stroke sequences by a directed graph with an arc corre-
sponding to a stroke. A directed graph is a tree where
arcs can be joined. Each stroke in an input pattern is ap-
proximated by 4 ~9 coordinate points. Then, it is com-
pared with arcs going out from the node until which the
graph has been traversed, and the most similar arc is
chosen. This graph traversing goes until the last input
stroke. Comparison of the point representation of an in-
put stroke with that of a standard stroke specified by an
arc is made by DP-matching of a directional gap be-
tween a vector which links points (with some points
possibly skipped) in the input stroke and another vector
in the standard stroke. They have automated the
directed graph from sample patterns. For 80 groups of
176 character patterns, directions from the start or the
end of a stroke to that of another are examined as
distinctive features.

Unlike a decision tree or automaton in the earlier
researches, erroneous strokes can be accepted as far as
the overall distance (sum of the distances of DP-mat-
ching) is within the threshold. But, the classification by
a tree can never recover the misselection of an arc made
at a certain node. Even if backtracking could be made,
a misselection made near the root of the tree would be
extremely fatal.

The research by Saeki and Matsushita is also syntac-
tic [90). The main purpose of this research is to
establish a method to input 2-D representations such as
line drawings and mathematical formulae. Associated
with this problem is the recognition of attributed
characters and symbols. Consequently, a writing box is
not employed in which a character is written. For 62
alphanumeric characters (including both upper and
lower cases) and 10 symbols, an input stroke is split into
segments at sharp corners or cusps and each segment is
recognized by a decision tree according to the turn direc-
tion, positional relation among its beginning point, end
point and local X-, Y-maximum points, and so on. A
stroke is recognized by another decision tree according
to its constituent segment sequence. Cutting out of a
character pattern (character segmentation) and its
recognition is made again by a decision tree method
which returns a character code when its constituent
stroke sequence is traversed. When an input stroke does
not match prescribed strokes or stroke relations associ-
ated with arcs are not satisfied, that input stroke is
taken as the first stroke of the next character pattern
and the preceding strokes are supposed to form a
character pattern. These strokes, however, may not con-
stitute a character pattern, then a backtrack is made un-
til a character pattern is formed. Time lag of more than
0.8 sec. between strokes is also employed for character
segmentation. They report human adaptation can
realize from 97 to 100% recognition after 3 sessions,
without the system learning.

Kato et al. at Fujitsu published a brief paper [39].
They represented a kanji pattern by a matrix M whose
(i, j) element m;; specified the positional relation (x;Zx;,
yiZy)) between the middle (x;, y;) of the i-th stroke and
that (x;, ;) of the j-th stroke. A matrix representation
of an input pattern is matched with templates and the
most matched template is chosen. Progress after the
paper, however, was not reported by them. Recently,
Ishii has elaborated the method, which is described
later.

Morishita et al. at Fujitsu investigated the nature of
pattern variations under the direction of usual but neat
handwriting [60]. Sample patterns thus collected were
subjected to the recognition method by Kato et al.
where only such standard patterns were prepared to
detect pattern variations that represent right stroke
number and order patterns. Stroke number variations
from the standard are nearly 26% on average of 5 in-
dividual subjects, where the stroke number decrease is
24.7% while the increase is only 1.2%. Stroke number
deviations within each person is still significant, i.e.,
18% on average. On the other hand, stroke order varia-
tions and whatever else account for 4% within an in-
dividual and 99.6% of the total patterns remain within
the 5th candidate. In summary, stroke number varies
even within each individual, but stroke order is rather
stable as far as the writer is specified.

As an interactive means to input Japanese text, it is
true that on-line recognition may expect human adapta-
tion to write characters to be recognized. For this pur-
pose, algorithm transparency about how characters
must be written to be recognized or why not recognized,
is claimed to be important. Morishita et al. have shown
that the recognition of Kato’s method is improved by
the registration of unrecognized patterns by more than
10% after the first session, but not thereafter [61]. They
consider that this limitation has been caused by the lack
of transparency as to misrecognition or rejection so that
users could not adapt themselves to the system.

In this sort of researches, however, clear distinction
must be made between the effect of machine ‘‘learning’’
and human adaptation.

Odaka et al. at NTT showed the superiority of the
feature point representation of strokes against the
Fourier coefficient representation described before for
kanji patterns [81]. They first attempted an extension of
the Fourier coefficient method for kanji patterns. To
represent rather straight strokes of kanji patterns by the
Fourier coefficients, however, higher order of
coefficients are necessary. Moreover, many strokes of a
kanji pattern multiply a large sequence of the
coefficients by the stroke number with the result that
time and space complexities for matching become too
large. Therefore, they normalized each stroke length,
catenated strokes and in-between pen movements,
decomposed an entire character pattern into X-, Y-
waveforms, and represented the character pattern by
the catenation of the first 20 ~ 30 Fourier coefficients for
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Fig. 8 Feature point representation of an on-line pattern.
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Fig. 9 Inter-stroke distance matrix.

X-wave form and those for Y-waveform. Then, they ap-
plied the Bayes classifier of a simplified variance matrix.
Recognition experiments, however, revealed the follow-
ing problems of this method:

(1) Local and distinctive features of a kanji pattern
are not well expressed in the Fourier coefficients. (2)
The method is fatal for stroke order variations since
stroke reordering produces a completely different se-
quence of coefficients.

A better performance was realized by the following
method, which was basically statistical but somehow
structural. A stroke is represented by three points (two
end points and a middle point) as shown in Fig. 8, and
they are grouped into a sequence by stroke order to
represent an input character pattern. This sequence is
then statistically matched with standard patterns, where
the covariance matrix for the classification is again
simplified by only diagonal elements of variances.

They showed the relation between the former
representation by the Fourier coefficients and the latter
by feature points. The sum of the squared difference bet-
ween the corresponding Fourier coefficients of two pat-
terns is equivalent to the mean square distance between
corresponding feature points of the two patterns. This
implies that the two representations are equivalent at
the extreme simplification with uniform variances and
zero covariances among each set of features. However,
the existence of non-uniform variances and non-zero
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covariances in the covariance matrix of the Fourier
coefficients and that of feature points, the finite number
of the Fourier coefficients in the former representation
and the variable number of feature points in proportion
to the number of strokes in the latter make them differ
from each other both theoretically and practically.

They reported that the latter scheme realized a higher
recognition rate by 1/10 recognition time with
55~70% memory space in comparison with the
former. Their revised paper [83] reported that the
method worked for kata-kana and even for hira-gana
when 6 points were sampled to represent a stroke in
hira-gana patterns. More than 99% recognition was
reported for each set of character categories. For a mix-
ed set of kanji, kata-kana and hira-gana characters, the
scheme that a single stroke character pattern is approx-
imated by 6 points, a stroke of 2 or 3 stroke patterns by
5 points and that of more than 3 stroke patterns by 3
points, presents again more than 99% recognition. For
a single stroke character pattern, a full covariance
matrix is employed (i.e., Maharanobis distance is
measured).

This method would be robust against geometrical
distortions of strokes but might be unstable against
topological distortions or style variations. Especially, a
hard limitation is expected for cursive and connected
strokes, since their topologies can not be represented by
only 3 or even 6 points. In addition, stroke order varia-
tions are fatal.

A research to remove the stroke order constraint is
succeeded by Odaka et al. [82, 84]. When a system is
demonstrated for many people, the constraint on stroke
order is very serious. A stroke matching along with its
sequence to form a character pattern inherently con-
strains the stroke order of input patterns. In order to
remove the constraint, therefore, either all possible
stroke sequences must be registered in the dictionary or
stroke order information is abandoned. They have
chosen the latter. This implies that all the combinations
of stroke matching have to be considered. With respect
to every stroke in a standard character pattern, the
distance to every stroke in an input pattern, collectively
inter-stroke distance matrix (ISDM), is calculated as
shown in Fig. 9. Then, the standard stroke to input
stroke correspondence that produces the least inter-
character distance (ICD) is chosen, where the ICD is the
sum of inter-stroke distances (ISD’s) of a one-to-one
stroke correspondence. Because of n? stroke matching
where n is the number of strokes, however, the recogni-
tion time gets 20 times as much as the preceding
method. Moreover, the increase of recognition rate
from the above is not clear probably because sample pat-
terns are too good so that the recognition rate has been
already saturated even by the preceding method.

The research associated with JOLIS-1 is also placed
around this period just before the third generation [68,
69, 71, 72]. Its major result is the introduction of
stochastic dissimilarity among primitive strokes and its
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effect shown in relation to the dictionary expansion of
standard character patterns.

4.4 The Third Generation

The next hot period was formed around 1983 ~ 1985
after the advent of Japanese wordprocessors and word-
processing software for personal computers. An an-
nouncement of a wordprocessor with on-line hand-
writing input by Matsushita Electric Industrial Co. [79,
57, 116] stimulated other computer manufacturers to
make products in the OA movement, such as SHARP,
EPSON, SANYO, Hitachi, Toshiba and so on. The an-
nouncement was also enthusiastically welcomed. In
fact, it was selected as one of the 10 major products in
the year 1985 by the NIKKEI paper. It was expected to
provide an ordinary Japanese who would not like to use
a keyboard with a very natural way to input Japanese
test. But, the expectation could not be satisfied. It could
not realize what is most important, i.e., a satisfactory
level of recognition performance. In a year or so, all the
manufacturers substantially retreated.

The recognition scheme employed by Tomimoto et
al. [115] is basically similar to that by Furukawa and
Mita [15] and the scheme by Inoue et al. [28] in the first
generation, although ambiguous strokes are
represented by or-strokes. The method is classified in
syntactic approaches and it defines 28 primitive strokes.
Data points of an input stroke are segmented into a se-
quence of 8-directional straight-line segments. This seg-
ment sequence is matched with a standard segment se-
quence of each primitive stroke. The primitive stroke is
chosen to which the cumulative length of mismatched in-
put segments is shortest. Between successive strokes, 4
kinds of off-strokes of 8-directional are derived which
interlink from the start or the end of a preceding stroke
to that of a succeeding stroke in 4 combinations.

Kanji patterns are basically represented by a sequence
of strokes. More than 300 kinds of subpatterns may
replace stroke subsequences, thus reduce the size of pat-
tern representations by 40%. The notable features of
the representation is the specification of stroke varia-
tions by or-strokes, liberated stroke order in order-free
stroke subsequences and the designation of inter-stroke
relations by the off-strokes. Distinctive features are
employed when necessary.

Kanji patterns are recognized by matching of codes
for strokes and whatever else and the standard
character pattern of the least number of mismatched
codes is chosen. For hira-gana character patterns, on
the other hand, the stroke identification is skipped and
the segment matching is made over a character pattern.
The standard character pattern is chosen to which the
total length of the mismatched input segments is
minimal. For a mixed set of character patterns, if an in-
put character pattern is made of less than 7 strokes, it is
first subjected to the hira-gana recognition then to the
kanji recognition. Otherwise, the kanji recognition is di-
rectly applied.

For handprinted character patterns that do not in-
clude running or skipping strokes, 96.8% recognition is
reported for kanji and 95.4% for hira-gana. In this
method, the similarity concept was incorporated but it
was oversimplified. Pattern variations could be prescrib-
ed but those unexpected were hard to recognize. The
method is characterized to be an effort to make a pro-
duct rather than an attempt to attack various pattern
variations.

The problem of recognition time in the stroke order
free algorithm by Odaka et al. [82, 84] was settled by
the employment of hardware logic [85]. The recognizer
realized 6 ~ 500 msec. recognition time per character. It
was combined with a full-keyboard wordprocessor and
named AESOP. The report on AESOP by the NIKKEI
paper actually preceded that of Matsushita’s word-
processor. But, it was not until the latter that people
could try the taste of on-line handwriting wordprocess-
ing.

A brief report on a handwriting input terminal was
also made from NEC by Ito et al. [37]. It also employs
hardware logic to implement a DP-matching method by
Yoshida and Sakoe [132]. The method is elaborated as
presented below.

QOoi et al. at Toshiba corp. present another stroke
reordering [88, 96, 21]. By comparing direction from
the start to the end of a stroke and coordinate values of
the feature points (starting point, middle point and end
point) of a stroke to dictionary representations, disor-
dered strokes may be ordered into the correct sequence.
99.5% recognition is reported but the method would
not be able to cope with running or skipping strokes.
Unfortunately, the detail of the method is not
presented.

Some fundamental researches to relax constraints on
character patterns to be recognized have overlapped
with the rush of products or attempts to produce them.
Advance of microelectronics has greatly improved hard-
ware environments to make software attempts which re-
quire heavy and large complexities of time and space.
Development of low-cost yet better tablets has also
lightened the problem of human interface in hardware.

At NTT, their recognition method was further
elaborated to accept connected and broken strokes as
well as wrong stroke order patterns by Wakahara et al.
[117]. First, a stroke is approximated by feature points
at regular intervals rather than by a fixed number of
points. A stroke in a standard pattern has been also
approximated by feature points at the same intervals.
Second, an ISDM (inter-stroke distance matrix) is
calculated with regard to a standard character pattern
assumed, where an input stroke and a standard stroke is
matched from their starting points to the end of the
shorter stroke with the city-block distance between each
corresponding pair of feature points accumulated. The
remaining feature points of the longer stroke are left at
this stage. Third, whether it is an input pattern or a stan-
dard pattern, every stroke in the fewer stroke pattern is
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coupled with one of the strokes in the more stroke pat-
tern without many to one correspondence so as to yield
the least ICD (inter-character distance). Fourth, an un-
coupled stroke in the more stroke pattern is catenated
to a matched stroke either preceding or succeeding
which yields better inter-stroke matching. Then, the
number of strokes becomes equal. This process is term-
ed as selective stroke linkage. Fifth, an ISD (inter-
stroke distance) is recalculated between a pair of corre-
sponding strokes by DP-matching with the city-block
distance of matched feature points. The total sum is
taken as the final ICD.

A standard pattern of right stroke number and order
is prepared per character category for the total of 1851
kanji character categories. Input patterns of 126
categories which contain stroke connection variations
of 5 common types and arbitrary stroke order varia-
tions are subjected to recognition experiments with the
result that 98.9% correct recognition is reported. Input
patterns of correct stroke number and order are
recognized 99.8% correctly.

In order to recognize deformed character patterns,
Wakahara and Umeda introduce knowledge about how
strokes are likely connected as stroke linkage rules
[118, 119] in addition to the feature point representa-
tion of standard patterns employed in the previous
system. Actually, strokes in standard character patterns
are classified into three according to where and how
they appear in deformed patterns.

The previous method is slightly simplified and used
for the preselection of candidates. The processes up to
the selective stroke linkage are applied with only the
both ends of a stroke taken as its feature points. Then,
an ISD is recalculated with the end points of a linked
stroke. The total sum of the ISD’s between corre-
sponding strokes is a preliminary ICD between an input
character pattern and a standard character pattern. Ac-
cording to this distance, from the top to the 50th least
distant standard patterns are selected as candidates.

Finer selection starts from the generation of stroke
connected patterns from each standard pattern. Strokes
are connected so as to make the same number of strokes
as the input pattern and conform to stroke linkage
rules. Then, an ISDM (inter-stroke distance matrix) is
calculated to accept stroke order variations between the
input pattern and a generated pattern, where the ISD is
measured by DP-matching with the city-block distance
of matched feature points. The ICD is obtained in the
same way as the previous method. ICD’s are calculated
between the input pattern and all the generated patterns
from a standard pattern and the least value is taken as
the definitive ICD between the input pattern and the
standard pattern.

This method is applied to the same sample patterns as
the previous method and the recognition rate has been
improved from 98.88% to 99.42%. Deformed patterns
written without any instruction or direction are
reported to be recognized 95% correctly. It is ap-
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prehended, however, that running stroke patterns
generated from wrong stroke order or unexpected
stroke connection would be hard to recognize.

Kimura and Odaka at NTT extract the hidden side of
pen movement as character pattern features [45, 46].
Among dark strokes which link between real strokes,
some are turned into running strokes, but others stay
and present important information on character pattern
structure. Each dark stroke in an input pattern is match-
ed with those in a standard pattern and the best cor-
respondence from input dark strokes to standard dark
strokes is determined. Some standard dark strokes may
remain unmatched. Here, the distance between dark
strokes is defined as the sum of the city-block distance
between the beginning points and that between the end
points. An ICD is the sum of the distances of the best
dark stroke correspondence. A sample pattern per
category and per person is collected from three people
for 214 character categories normally made of 10
strokes. Two subjects present rough patterns and more
than 80% of them include stroke connections. By this
rather simple method, a correct answer is nominated
within the 50th candidate for more than 95% input pat-
terns. The method may be useful for preselection of can-
didates.

As for a standard pattern, real strokes between match-
ed dark strokes must have been turned into a running
stroke. Then, the matching between an input stroke and
corresponding standard strokes may contribute to ex-
press the ICD more correctly. But, it is shown that
deformation of standard strokes due to running hand
works contrary to the above expectation.

Stack DP-matching has been proposed by Yoshida
and Sakoe at NEC corp. for the recognition of running
hand patterns with limited stroke order variations [133].
It first approximates an input pattern by a sequence of
16-directional straight-line vectors. Pen movement
while it is off, is also represented by a vector and in-
terleaved with pen-on vectors. Given an input sequence
of vectors a,a;...a,, it is matched with a standard pat-
tern b, b,...b,. Standard patterns may share common
substructures.

Matching is basically DP-matching where the
distance d(i, j) between the vectors g; and b; is their
directional difference with the penalty regarding pen’s
on/off condition. ‘“Stack’’ is prefixed to the method
since it employs a stack to handle multi-way alternatives
in a vector subsequence.

9270 sample patterns of 881 educational kanji
character and 46 hira-gana character categories were col-
lected from 10 people for experiments. Provided that
wrong stroke order patterns, that is 7.4% of the total,
are registered in the standard patterns, they report
98.3% correct recognition for the above character set ex-
cept 27 characters of 12 groups, each of which has an
identical standard representation. Finer classification
by the Yes/No decision is added that examines stroke
length balance, stroke crossing and so on, with the
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result that 99.8% is reported for the total character set.

For running and skipping (being chopped) stroke pat-
terns, pen pressure as well as coordinate value is
employed in DP-matching by Sato et al. currently at
Nagoya Insti. of Tech. [97, 98]. When a pen is running
or skipping, pen pressure ranges continuously within a
small value or 0 (during pen off), while it is digitized on
a paper as a pen touch/untouch sequence. A stroke se-
quence of an input pattern is linked by straight-line pen
movements with 0 pen pressure, the size is normalized
around the center of gravity and then coordinate value
and pen pressure is sampled at regular intervals.

Pattern matching is made by DP-matching where
distance between sampled points of an input pattern
and those of a standard pattern is defined by:

(1—Wp)lcoordinate distance|>+
Wpldifference of pen pressure|?

where Wp: weight.

For 416 kanji characters made of a small number of
strokes and 143 characters of hira-gana and kata-kana,
the highest of 97.1% correct recognition is reported
with the weight Wp for the pen pressure adjusted, while
96% without the pen pressure.

Stroke number varies in 25% of kanji and 10% of
kana patterns even within patterns presented by a single
person. Those stroke number variations were correctly
recognized, but there were 2% style or stroke order
variations that the method could not cope with.

Pen pressure information is effective if it is employed
for each person, but its variations are large among peo-
ple with the result that standard patterns must be
prepared for each individual.

The recognition time of an input character pattern is
not presented but it is suspected that a practical use of
the method for text input would be difficult without a
dedicated hardware such as a DP-matcher.

In relation to the above researches with DP-mat-
ching, the work by Ishigaki and Morishita [29, 30, 31,
32] at Fujitsu is worth mentioning here, although their
work extends over the fourth generation. They propose
an elastic matching of feature points with backtracking
rather than DP-matching. Feature points are edge
points and corner points. Suppose that a sequence of
feature points aa,...a, is matched with another se-
quence b\b....b,. First, a, is paired with b,. Then,
assume that the matching proceeds and a, is successfully
paired with b;. The next matching pair is chosen from
either @;., and b, (j</sm) or a, (i<k=<n) and b;;,. A
feature point which satisfies certain conditions is
treated as an indispensable feature point and must be
paired with some point. Suppose a, and b, are chosen
for pairing. The distance of this feature point matching
is defined by the weighted sum of (1) directional gap bet-
ween a;a; and % , (2) the length difference between
them, and (3) the directional gap between awcr: and
E,b,_:. . When a plural set of pairs produce the distance

less than the threshold, the pair of the smallest distance
is selected as the next correspondence and the others are
saved on a stack. When no pair produces the distance
less than the threshold, backtracking is made. If no
possible alternative is left on the stack, the matching is
quitted.

They report 94.2% correct recognition for stroke con-
nected patterns. Backtracking occurs only less than 0.5
times for a character matching. Matching with a wrong
standard character pattern is quitted after 4 or 5 times
of feature point matching. These facts enable the
system to recognize an input pattern in about 1 sec.
They claim that the indispensable feature points bound
the matching so that superfluous matching cases are
pruned.

An orthodox syntactic approach is taken by Yurugi et
al. at Oki Electronic Itd. [135]. They prepare 76
primitive strokes and 671 fractional subpatterns,
among which 206 are character patterns by themselves,
for 3280 character categories including 3059 kanji, hira-
gana, alphabets and symbols.

A fractional subpattern is recognized by the unor-
dered set of constituent strokes and a character pattern
by that of subpatterns respectively, so that the stroke
order in a subpattern and subpattern order to form a
character pattern are free. Stroke number variations
are, on the other hand, provided in the subpattern
definitions.

They report 95% recognition rate for 543 character
categories which covers all the subpatterns. This
method could be regarded as a typical example of syn-
tactic approaches. The method should work well for
ideal patterns but expose its defects against distortions
and variations which have not been expected in the dic-
tionary. Especially stroke transformations due to serif,
running hand, and so on seem to be fatal.

4.5 The Fourth Generation

Recently, Ishii at Fujitsu extended the approach by
Kato et al. [39] and constructed a stroke order free
recognition scheme for character patterns not including
stroke connection [33, 34, 35].

Ishii first studied inter-stroke relation of a kanji pat-
tern by means of the up/down or right/left relation be-
tween any combination of strokes. A stroke is actually
represented by a feature point which may be the start,
middle or end point of the stroke. Sample patterns of
200 kanji categories were collected from 40 people
under the condition of correct stroke number and
order. He has shown that at least either the up/down or
the right/left relation is very stable between any pair of
feature points and if whichever stabler is chosen as the
relation between feature points, the stability of the rela-
tion is more than 99% regardless of the kind of the
feature points. Moreover, it has been shown that the sta-
bility is raised to 99.99% provided that the kind of
feature points can be selected from the three, i.e., the
start, middle or end point, for each pair of strokes. This
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Fig. 10 A kanji pattern and its structure matrix.

implies that the three kinds of feature points comple-
ment one another to represent inter-stroke relation of a
kanji pattern.

Then, he has defined the structure matrix whose (7, j)
element represents the up/down and right/left rela-
tions between the feature points of the i-th stroke and
the j-th stroke in a character pattern as shown in Fig.
10. It is proved that a structure matrix can be converted
to a tree description if either the up/down or the
right/left relation is stable. This tree description
denotes horizontal or vertical decompositions of a kanji
pattern hierarchically into a single stroke, so that it does
not reflect stroke order but purely represents inter-sub-
pattern relation and inter-stroke relation. The conver-
sion is shown to be 99.5% correct for 40 people’s pat-
terns of 198 categories, if a structure matrix with
respect to a kind of feature points can be switched to
another with respect to a different kind when the decom-
position of a kanji pattern by the former gets blocked.
According to the tree description of a correct character
category, an input character pattern of the right stroke
number but wrong stroke order can be reordered into
the right sequence.

Under the condition of the correct stroke number but
stroke order free, sample patterns of 203 categories
made of 10 strokes were collected and subjected to the
stroke reordering method and recognized 99.5% correct-
ly by a simple stroke to stroke matching with the Euclid
distance. This recognition was realized by twice the
memory size and 1.5 times the processing time of the
recognition without stroke reordering.

The worrying problem is the robustness against pat-
tern variations. Extension of the method for running
stroke patterns is anticipated.

A seek for the ultimate recognition of deformed pat-
terns are continued at NTT by Wakahara et al. [120].
As the result of DP-matching in the previous method, a
set of vectors is derived each of which links from a
feature point in a stroke connected pattern generated
from a standard pattern to a matched feature point in
an input pattern. This set of vectors is termed as a defor-
mation vector field (DVF). An example is shown in Fig.
11. In the previous method, an ICD (inter-character
distance) was the total sum of the city-block length of
every vector. This time, the stroke connected pattern
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Fig. 11 Deformation vector field.

selected as the reference pattern is further deformed
with deformation prediction superimposed. Deforma-
tion is predicted by considering continuity, consistency,
or temporal causality of the time sequence vectors in a
DVF. Then, the ICD is calculated between this and the
input pattern. The recognition rate of deformed pat-
terns has been improved from 95.2% to more than 97%
due to any of the three kinds of deformation predic-
tion.

Yet another method with DVF is proposed by
Wakahara [121]. Around each feature point in a
reference pattern, a local Affine transformation (LAT)
is defined which approximates neighboring deforma-
tion vectors by the least square approximation. The re-
maining vectors are further approximated by an even lo-
calized Affine transformation. That is, each deforma-
tion vector in a DVF can be expanded into a series of
LAT’s. An ICD is calculated between an input pattern
and a reference pattern with low-order series of LAT’s
superimposed. More then 95% recognition is reported
for the sample patterns to which the method without
DVF [118, 119] achieved 91.9% recognition.

The latest two methods are based on DVF as the
results of DP-matching. They seem to be very powerful
but it takes a considerable amount of processing time.
It is reported to take 190 sec. on a 1 MIPS computer to
select 10 candidates before the stage with DVF starts.
Further processing time is needed for the deformation
of standard patterns. To realize the methods as an on-
line input medium of Japanese text, it is essential to
wire down the algorithm. Another problem associated
with them is that they can not recover wrong cor-
respondence by the DP-matching which determines
DVF.

Kimura and Miyahara at NTT relax the constraints
on stroke number in Ishii’s method by the combination
with NTT’s stroke order and number free algorithm
[49]. Given an input pattern, stroke connected patterns
are generated from a standard pattern so as to produce
the same number of strokes as the input pattern. Then,
the stroke order free matching is carried out by means
of ISDM (inter-stroke distance matrix) so that the cor-
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respondence between input strokes and standard
strokes is made. Once the correspondence is obtained,
the input strokes can be ordered according to the stan-
dard stroke sequence. For this ordered input strokes,
Ishii’s structure matrix is generated.

Ishii employed the structure matrix to order input
strokes of a character pattern, while they define the
distance between the structure matrix of an input pat-
tern and that of a reference pattern such that it reflects
the proportion of mismatched elements between the
two matrices.

The ISDM of NTT expresses the dissimilarity of
stroke shape and position while the structure matrix
distance represents the difference in positional relations
of strokes. Their correlation is shown relatively small,
so that they may complement each other. In their ex-
periments, the former produces better recognition than
the latter by itself, but the latter can recognize 68% of
the sample patterns which cannot be recognized by the
former. The proper combination of them may produce
better performance. As a matter of fact, the recognition
of running stroke patterns has been improved from
91% correct recognition and 4.9% misrecognition with
ISDM alone to 96% recognition and 2.3% misrecogni-
tion by the weighted sum of the both distances.

The last but hopefully not the least is a syntactic ap-
proach under the JOLIS (Japanese On-Line Input
System) project by our group at Tokyo Univ. of Agri.
and Tech.

Presentation of JOLIS begins with preprocessing of
sampled data points. But a general description must
precede a particular method. Therefore, a brief survey
on preprocessing is inserted here. Then, the story of
JOLIS follows.

The aim of preprocessing is to reduce fluctuation of
user’s pen motion and quantization noises of a tablet
digitizer. Even unsatisfactory preprocessing adopted in
JOLIS-0 and succeeded by JOLIS-1 provided them with
increased performance in comparison with Pre-JOLIS.
But, deformation of stroke shape by preprocessing was
sometimes serious.

Smoothing and thinning have been used to reduce the
above noises [16, 17, 111, 7, 9, 13, 90}.

Smoothing is a process to average irregular noises.
There are two types of smoothing, auto-regressive type
and moving-average type. The former extracts
topological features more robustly than the latter.
Moreover, it tends to remove small spurious loops
which often appear in place of sharp cusps. On the
other hand, however, the effect of smoothing ac-
cumulates to the end of a stroke and smoothed data
points get gradually behind from their original data
points because of the auto-regressiveness. This is fatal
in such a case of discriminating patterns shown in Fig.
12.

The other process common in preprocessing is thin-
ning. Thinning thins out superfluous data points sampl-
ed from slowed down pen movement.

Fig. 12 Strokes likely damaged by auto-regressive smoothing.

The order of smoothing and thinning affects the
result. Groner [16] applied smoothing and thinning in
this order. The problem with this order is that the
smoothing effect is affected by pen speed. Namely, fast
pen movement with sparse data points is strongly
smoothed but slow movement with dense data points is
not much smoothed. This implies, conversely, that
slower and sluggish part in a stroke tends to have higher
fidelity to an original pen track while faster and running
part may have less fidelity.

On the other hand, the opposite order employed by
Terai and Nakata [111], S. Fujiwara et al. [13] and
Hanaki et al. [17] has the problem that sharp cusps are
dulled. At a cusp or sharp corner, pen movement nor-
mally slows down and many data points are sampled. If
smoothing is applied first, it preserves the sharp shape
owing to a sufficient number of data points around
there as mentioned above. But if thinning is applied
first, those data points are thinned out and just a few
points represent the sharpness. The result is that the
weight of raw data points forming a cusp is greatly
decreased, and the succeeding smoothing eventually
dulls it.

In either case, deformation is observed in distinctive
features. The problem may be summarized as how to
transform time variant data stably to space variant
data. Preprocessing is a front end process and its perfor-
mance determines the recognition accuracy of a whole
pattern recognition system to a great extent.

Aizawa et al. of the JOLIS group present a signal pro-
cessing approach toward optimum preprocessing in the
sense of directional stability of preprocessed data
points and their fidelity to original data points [4]. Con-
ventional preprocessing methods have been evaluated
with the two measures, and the incorporation of adapt-
ive sampling which thins out sampled data points while
stressing slowed down pen movement, as well as inter-
polation has been proved to improve preprocessing in
the both measures. Consequently, their preprocessing is
composed of four stages: (1) adaptive sampling, (2) in-
terpolation, (3) smoothing (moving average type) and
(4) thinning. By this preprocessing, original time
variant data are transformed into almost time invariant
and space variant data with feature points stressed. An
example is shown in Fig. 13.

Nakagawa et al. show the quantitative evaluation of
stochastic dissimilarity [72, 73]. JOLIS-1 incorporates
stochastic dissimilarity in its syntactic recognition
scheme to recognize a mixed set of kanji, hira-gana,
kata-kana and several symbols. JOLIS-1 classifies each
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input pattern (dotted line) and
o preprocessed pattern (solid line).

Fig. 13 Result of preprocessing.

input stroke into one of primitive strokes and then,
recognizes an input character pattern by dissimilarity
matching of its stroke sequence with those of registered
patterns. Character dissimilarity is obtained from
stroke dissimilarity which is stochastically defined by
the probability of stroke (mis)identification with respect
to a certain character pattern dictionary. When the
character pattern dictionary is small, the dissimilarity
plays the principal role to cover distortions or varia-
tions. As it becomes large, on the other hand, the roie
of the dissimilarity decreases and multiple standard
representations take over the role. Consequently, the
distribution of each category is better approximated.

As a matter of fact, the stochastic dissimilarity has a
notable effect for a small dictionary of character pat-
terns. The recognition rate has been improved by
1.6 ~2.0% from about 90% in comparison with the
heuristic dissimilarity. As standard patterns are
registered, on the other hand, the effect of the stochastic
dissimilarity becomes less notable.

Another important fact revealed in evaluation ex-
periments is the deficiency of a set of 29 primitive
strokes to represent patterns composed of a few
strokes. The information derived from a character pat-
tern is roughly proportional to the number of strokes so
that character patterns composed of a few strokes only
convey a small amount of information by means of
their stroke sequences. Dissimilarity is effective only
when significant information over noise is sufficiently
high.

They also show the effect of private dissimilarity and
dictionary. Customization seems to be essential for pat-
tern recognition systems to work for a general applica-
tion of text input.

Aizawa et al. consider the intrinsic problem of pat-
tern primitive selection [3]. The problem of how to
define primitive strokes is a particular case of the
general problem of pattern primitive selection in syntac-
tic pattern recognition. So far, almost all attempts in
syntactic approaches have been keeping away from this
problem and defining a set of primitives empirically or
intuitively as we did in JOLIS-1. Consequently,
whether feature extraction is adequate and stable
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Fig. 14 Some Patterns including P,.

depends on designers’ art. We may expect such art for
classification of a small number of pattern categories.
But it is quite difficult for the Japanese character set
because of its number and variety of patterns. For a cer-
tain class of character patterns, extracted features get
likely inadequate or noisy, so that the robustness by
means of stochastics, (dis)similarity, or whatever else, is
not realized.

Considering pattern occurrence as an information
source, pattern primitive identification is viewed as an
information channel. Then, a pattern primitive set
should be defined to maximize the information transmit-
ted while keeping its set size computationally small. 134
pattern primitives have been thus selected and their iden-
tification procedure has been realized for 2265
categories of alphanumerals, Greek letters, kana and
kanji patterns.

The identification procedure conveys 6.7 bit per pat-
tern primitive while that of JOLIS-1 only transmitted
3.8 bit. They also present semi-automatic generation of
the pattern primitive dictionary and the dictionary of
character patterns composed of those pattern
primitives.

In the researches with JOLIS, we have gained the
following knowledge on style variations and distor-
tions:

(1) There are wide variations among people in the
stroke order to form a character pattern, but it is con-
siderably stable for each person. (2) Wrong stroke order
patterns and simplified/deformed patterns appear in
only ten or some more fractional subpatterns.
Moreover, the way that a subpattern is distorted is con-
sistent among all the character patterns which contain
it. Fig. 14 depicts an example. People who write P, in
the order of s3, s; and s, consistently use this order in
writing of P, P;, P, and so on. (3) It is hard to expect
where strokes are likely to be connected. Stroke connec-
tion is unstable even for one person.

The above three guide us to utilize stroke order infor-
mation in application of an elastic matching such as
DP-matching for running stroke patterns and to pursuit
the advantage of syntactic approaches in the hierar-
chical representation of character patterns with subpat-
terns shared for wrong stroke order patterns and
simplified/deformed patterns.

Komoda et al. present the advantages of hierarchical
representation of kanji patterns quantitatively [S1].
Standard patterns are organized into grammatical struc-
tures with 472 fractional subpatterns. Consequently,
the number of stroke and subpattern symbols in the
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character pattern dictionary is reduced to 1/2 and the
work of character pattern dictionary construction and
maintenance is lightened in proportion to the above.

Grammatical representation and matching with
stochastic dissimilarity realize a combination of syntac-
tic and statistical approaches. Their approach is claim-
ed to be syntactic even if parsing is not performed, since
representation is more fundamental than implementa-
tion.

Sawai et al. present an attempt to recognize running
stroke patterns in the syntactic approach [100]. It
follows basically JOLIS-1’s syntactic recognition
scheme with stochastic dissimilarity. It first identifies
each stroke in an input character pattern to one of the
primitive strokes of JOLIS-1 with running strokes
possibly unidentified or misidentified. Then, it applies
the dissimilarity matching with standard pattern
representations in the character pattern dictionary.

The key difference from JOLIS-1 is the introduction
of 8-quantized direction of pen movement (dark stroke)
between strokes in the character pattern representation
and a kind of elastic matching to treat stroke connec-
tion.

In the course of matching an input pattern with a stan-
dard pattern representation, if an input stroke satisfies
certain conditions, it is assumed to be a running stroke
and catenation of standard strokes and dark strokes are
made until the same number and sequence of turns are
formed. A dark stroke is generally visualized as a
straight segment when two strokes around it are
catenated. But, if its visualization forms an opposite
turn to its corresponding turn in the input stroke, the
dark stroke is extinguished. If a proper stroke forms an
opposite turn by its catenation, on the other hand, all
the catenations for the input stroke is cancelled and the
input stroke is taken as a badly distorted stroke from
the corresponding standard stroke rather than a run-
ning stroke. The heuristic assumption is to drastically
cut down matching cases and dispense with DP-mat-
ching or exhaustive search with backtracking.

The heuristic matching and that with the unit of
strokes rather than a smaller unit such as segments have
realized the recognition time of about 2.0 seconds per in-
put character on a 16-bit microprocessor. For 323 kanji
and hira-gana character patterns which contain running
strokes, 55% of the testing patterns have been correctly
recognized.

5. Looking Back the Recent Researches

Some approaches ignore the order of strokes and
treat them as a set rather than an ordered sequence in
order to accept wrong stroke order patterns [82, 84,
117, 118, 119]. Matching of the two sets of strokes for
input and standard patterns is made by arbitrary cor-
respondence of strokes.

Whatever features may be extracted from a stroke.
As far as a character pattern is represented by an or-

dered sequence of strokes, and fractional subpatterns
are not shared among character patterns, to accept
wrong stroke order of a subpattern implies registrations
of wrong stroke order patterns to all the character pat-
terns which include the subpattern. Then, they prefer-
red to abandon stroke order information. Clearly, this
is not annoyed by wrong stroke order, but would not re-
ject complete disorder of strokes. More serious is that
these approaches must consider the combinatorial order
of stroke connections to recognize running stroke pat-
terns. Consequently, they need to mark stroke pairs
which are likely to be connected. But, it is clear that
unexpected stroke connections cannot be dealt with.

Invisible features such as stroke order, pen speed and
so on are not explicitly employed for human recogni-
tion with the result that distortions from the standard
are unlikely corrected. But, this does not mean that the
stroke order is completely random. There are wide varia-
tions from person to person, but the stroke order is
pretty stable for each person. In pattern recognition,
almost all features are individually unstable, but they
provide enough and even redundant information to
classify patterns as a whole. Unless a feature is com-
pletely random, it could be utilized.

Other approaches apply DP-matching between an in-
put pattern and a standard representation of data
points [97, 98], or of straight-line segments [133], to
recognize running stroke patterns. A possibility is con-
sidered in DP-matching that a pen movement between
strokes is turned visible. Until their researches, dark
strokes between real strokes had been utilized just to
code the positional relations of real strokes.

Recent researches with DP-matching apply it to an en-
tire pattern to recognize cursive patterns, while
Kitahara and Isomichi [S0] as well as Ikeda et al. [13,
25, 26] adopted DP-matching for just stroke identifica-
tion. This fact reflects the innovation of microelec-
tronics and a very wide availability of high performance
CPU’s. But, even with the current hardware level, DP-
matching over an entire character pattern is too heavy
for real-time recognition without dedicated hardware.

When a system is demonstrated for many people, the
constraint on stroke order is very serious. But, when a
system is personalized, the constraint on stroke separa-
tion gets fatal. Considerable efforts have been made to
relax the constraints on stroke order and number. At
present, however, a method free from the one is not
completely liberated from the other.

In recent studies, syntactic approaches are not just
syntactic and statistical ones are not only statistical. On
one hand, syntactic approaches attempt to incorporate
statistical nature of pattern distribution. On the other
hand, statistical approaches try to reflect the structure
of patterns in the representation of standard patterns so
that they can expect pattern variations. Classification
into either syntactic or statistical might be misleading.

The JOLIS approach introduces (dis)similarity bet-
ween pattern primitives based on their confusion
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matrix. It provides the syntactic approach with better
robustness. But, the assumption of either independent
or Markov occurrence of pattern primitives contradict
with syntactic rules which prescribe occurrence of pat-
tern primitives in a certain context.

A series of researches at NTT is remarkable extension
of statistical approaches, and it is beyond the scope of
them. But, it is worth noting that the extensions have
not been made for nothing. In orthodox statistical ap-
proaches, a wrong stroke order pattern is considered to
have a different covariance matrix of statistical features
from that of a right stroke order pattern. The former
can not be obtained from the latter just by the replace-
ment of the matrix elements. In the NTT approach, the
covariance matrix of features is simplified to only
diagonal elements of variances and the simplified
matrix (not a matrix but a vector) is used for any stroke
order pattern with the variances interchanged according
to stroke reordering. The serious simplification has
been made.

For stroke order free and number free recognition,
the inter pattern distance has been further simplified.
The city-block distance or the distance by DP-matching
do not reflect covariances or variances of features.
Therefore, the methods are no more statistical in a strict
sense.

The distinction between *‘statistical’’ or ‘‘syntactic’’
has become vague and might be meaningless. It is impor-
tant that the simplification is proved safe for target pat-
terns as well as it introduces benefits of the other ap-
proaches.

To attack noisy and distorted patterns usually entails
the increase of standard patterns for them. A registra-
tion of a pattern variation for a subpattern implies
registrations of all the character pattern variations in-
cluding it. Combination of subpattern variations pro-
duces a combinatorial number of character patterns.
Stroke order free matching methods work equivalent to
standard patterns of all the permutations in stroke
order. Too many standard patterns per category thus
generated eventually may hinder recognition of one
another, if adequate information is not extracted. To
elaborate a recognition method for bad patterns might
damage recognition of good patterns.

A pity in the research history of this field is that
almost all the researches have been destined to report
more than 99% correct recognition rate since the early
beginning. But, clearly it depends on the quality of pat-
terns. In fact, Kimura and Miyahara shows how the
recognition is degraded according to the liberation of
handwriting condition [48]. The problem is that we still
don’t share benchmark data of sample patterns in order
to evaluate various approaches on the common basis.
Unlike our field, benchmark data is provided for the
OCR researches by Electro Technical Laboratory of
Japan by S. Mori et al. [59, 93].
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6. Miscellany

In the OCR researches, the use of linguistic informa-
tion has been studied by Osada et al. at Kyushu Univ.
[89] and Shinya et al. at NTT [102]. The method is clear-
ly applicable for on-line recognition if it is effective. On
a wordprocessor or personal computer, a Japanese
language dictionary is normally implemented for kana-
kanji translation, so that it would be available for such
purposes. But, to realize really helpful assistance of
recognition by linguistic information, a very deep and
tough problem of natural language understanding must
be studied. The current level of linguistic information
processing is a practical compromise for the realization
of Japanese wordprocessors, although it truly made a
significant impact. Moreover, a kind of error correction
may turn the result of recognition even more unreliable,
unless a sufficiently high level of recognition has been
achieved.

Writing box free recognition has been attempted by
Murase et al. at NTT [64]. Judging from the result that
the recognition rate can be damaged to nearly 50% by
the relaxation of writing constraints reported by
Kimura and Miyahara [48], however, a relaxation of
this constraint seems to be too early for a practical
sense. It would also hold for the above linguistic ap-
proaches as well as this approach that the level of a
single character recognition must be improved much
more for distorted and noisy patterns.

As an application of on-line recognition techniques,
computer aided instruction (CAI) systems to teach cor-
rect handwriting of Japanese characters have been sug-
gested by Yamasaki et al. [126, 127] and by Baskerville
and Shirai [10].

The system by the former group is designed for
Japanese children to learn to write well-balanced
characters through personal lessons. For this purpose,
even local and topological fine features of character pat-
terns are stored in the character pattern database so that
input patterns can be tested for those fine features. This
can be done, since a character category provided by a
learner is the one designated by the system.

Baskerville and Shirai have proposed a structural
recognition method based on primitive strokes and
their relations for foreign people to learn correct
writing of Japanese characters [10]. They claim that
structural features which are meaningful for people
must be extracted so that distortions in those features
are to be explained to and understood by learners. In
other words, statistical quantities may be useful for pat-
tern recognition but their deviations from the standard
may not be directly fed back to them for correct
writing.

Owing to the very wide spread of personal computers
and price-down of small tablet digitizers, the environ-
ment is getting more and more favorable for the
research and development of this sort of systems.
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7. Conclusion

As the most hopeful non-keyboard input method,
on-line recognition of handwritten Japanese characters
has been surveyed. The survey was aimed exhaustive.
Research activities have been divided into four genera-
tions including 2 times of hot periods. The first genera-
tion was to know how noisy, distorted and erroneous
human writing patterns were. The second generation be-
tween the hot periods started researches to recognize
such human patterns under certain constraints. The
third generation of the second hot period is characteriz-
ed by the fuss about products of script recognition in
the OA movement as well as researches to liberate
writing constraints based on the remarkable progresses
in hardware. The latest generation studies intrinsic prob-
lems of pattern recognition in the domain of on-line
recognition of handwritten characters. The number and
variety of Japanese character patterns are ever challeng-
ing.

Throughout the four generations, considerable
efforts have been made to relax constraints on character
patterns to be recognized. Namely, stroke order free
and number free recognition methods have been
sought. At present, however, a method free from the
one constraint is not completely free from the other.

In recent studies, syntactic approaches are not just
syntactic and statistical ones are not only statistical. On
one hand, syntactic approaches attempt to incorporate
statistical nature of pattern distribution. On the other
hand, statistical approaches try to reflect the structure
of patterns in the representation of standard patterns so
that they can expect pattern variations. Classification in-
to either syntactic or statistical might be misleading.

Fundamental studies are being continued, but there
still remains a considerable amount of work to be done
for on-line recognition to be employed for general text
input. Benchmark data of sample patterns are essential
to make steady steps based on reliable evaluations.

The related issues of text editing, formatting and the
more global issue of human factors are left untreated.
Once the key technology of recognition has been
established, numerous ideas can be implemented. As a
matter of fact, such an attempt is found even in the first
generation. Text editing on a tablet with conventional
correction marks has been a target of researchers since
Terai and Nakata [114].

Both syntactic and semantic processing of Japanese
text would be helpful for general pattern recognition
methods to work as text input methods. To study a
structure which accommodates cognition of character
patterns, their recognition, understanding of the
language and cooperative interactions among them, is
intrinsically important and ultimately contributes to
construct a highly personalized or customized user inter-
face in the future.

Handwriting input as well as voice input has potential

merits which can not be measured by performance or
cost-effectiveness of text input. These merits would be
considered even more important as the technology pro-
gresses.
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