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Analysis of dynamical systems is one of the core issues in engineering problem solving. The purpose of the
PSX project is to build a highly autonomous system for dynamical systems analysis, called PSX, which can in-
vestigate the characteristics of given dynamical systems without external assistance. The major issue in the PSX
project is the integration of heterogeneous knowledge for dynamical systems analysis.

In this paper, I discuss a couple of issues involved in the integration of heterogeneous knowledge, namely, the
vertical and horizontal coordination problems. The vertical coordination problem is concerned with the coordi-
nation of knowledge units at different levels of abstraction. The horizontal coordination problem is concerned
with the organization of widespread knowledge into a coherent body.

I will first discuss the vertical coordination problem on the basis of our experiences with PSX2NL, which ana-
lyzes the qualitative behavior of ordinary differential equations in the two-dimensional phase space. I demon-
strate the complementary roles played by qualitative and quantitative analysis in PSX2NL. I will then present
the notion of the knowledge community, a society of interacting agents, as a framework for horizontal coordina-

tion, and will discuss how the horizontal coordination problem can be handled within this framework.

1. Introduction

Analysis of dynamical systems is one of the core is-
sues in engineering problem solving. Almost every kind
of engineering problem solving requires understanding
of the characteristics of certain kinds of mathematical
model, such as differential equations, so that artifacts
may be properly designed, monitored, controlied, or di-
agnosed.

Although computer technology has made great ad-
vances in scientific and engineering computation, its
most successful applications are still limited to low-level
information processing, such as numerical calculation,
visualization, or at best symbolic computation. High-
level decision making still depends on human experts.
Thus, nobody can take advantage of the computational
power of conventional tools unless she or he has ample
knowledge about dynamical systems analysis, as well as
the tools, or can receive the assistance of domain ex-
perts.

The purpose of the PSX project is to build a highly
autonomous system for dynamical systems analysis,
called PSX,! which can investigate the characteristics of
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given dynamical systems without external assistance.
The major issues addressed in the PSX project are
twofold: (1) construction of a knowledge base that
covers a wide range of mathematical concepts and tech-
niques in dynamical systems analysis, and (2) integra-
tion of knowledge-based methods with existing numeri-
cal and symbolic computation techniques.

In this paper, I discuss a couple of issues involved in
the integration of heterogeneous knowledge, namely,
the vertical and horizontal coordination problems.

The vertical coordination problem is concerned with
the coordination of knowledge units at different levels
of abstraction. To achieve high autonomy, the follow-
ing questions need to be addressed:

* How can abstract knowledge about dynamical sys-
tems analysis be used to plan, control and monitor
numerical analysis, interpret its results, and modi-
fy its plans?

« What is an adequate representation for interfacing
knowledge units at different levels of abstraction?

The horizontal coordination problem is concerned
with the organization of widespread knowledge into a
coherent body. The major issues here are as follows:

'PSX stands for ‘‘Phase Space eXplorer.”
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* A common protocol that allows knowledge units

to exchange information

» The syntax and semantics of a knowledge represen-

tation language for describing objects and concepts
referred to in dynamical systems analysis

¢ A system of common terminology written in the

above knowledge representation language.

In the rest of this paper, I will first discuss the vertical
coordination problem on the basis of our experiences
with PSX2NL, which analyzes the qualitative behavior
of ordinary differential equations in the two-dimen-
sional phase space. I demonstrate the complementary
roles played by qualitative and quantitative analysis in
PSX2NL. I will then present the notion of the
knowledge community, a society of interacting agents,
as a framework for horizontal coordination, and will
discuss how the horizontal coordination problem can
be handled within this framework.

2. Vertical Coordination—Interplay between Differ-
ent Levels of Abstraction

2.1 Analysis of Ordinary Differential Equations

In scientific and engineering problem solving, many
important dynamical systems are specified as a system
of first-order ordinary differential equations (ODEs) of
the form:

&_f(x), f:R"R® M
dt
on a finite number of time-dependent variables x(¢)=
{xi(®), . . ., x:(t)}(teR). Equation (1) is said to be
linear if fis linear, and nonlinear otherwise. Systems of
linear ODEs can be solved analytically in the sense that
it is possible to compute the representation of x as a
function of ¢ provided that the eigenvalues and eigenvec-
tors of an n X n coefficient matrix can be obtained. In ad-
dition, the behavior of systems of linear ODE:s is simple
and can be classified into a small number of categories
according to the types of eigenvalues of their coefficient
matrix. Systems of nonlinear ODEs are not that simple.
They cannot always be solved analytically, and there
are infinitely many varieties of behavior. The properties
of nonlinear ODEs are studied in applied mathematics,
from qualitative points of view. Dynamical systems the-
ories [Hirsch and Smale, 1974; Guckenheimer and Hol-
mes, 1983] provide a mathematical basis for answering
such questions as:
* How does a given system of ODEs behave after a
long run?
¢ How stable is a given system of ODEs under pertur-
bations?
* How does the behavior pattern of a parameterized
system of ODEs change as some parameters are
changed?

According to an applied mathematician,' qualitative
analysis investigates the following issues in turn:

* How many attractors there are

 Their approximate locations in the phase space

¢ The topological structure of the attractors

* The approximate locations of basins

¢ The structure of the basins.

Mathematicians seek the answers to these questions
by combining numerical calculation, formula manipula-
tion, and mathematical reasoning. To mimic such in-
tellectual activities by computers, it is necessary to de-
velop a framework for the integration of heterogeneous
knowledge, at least vertical coordination between
knowledge at different levels of abstraction.

In what follows, I would like to survey how the verti-
cal coordination problem has been handled in PSX2NL
[Nishida, ef al., 1991; Nishida and Doshita, 1991}, a
program that analyzes the qualitative behavior of sys-
tems of ODEs defined in the two-dimensional phase
space.?

2.2 Preliminaries of Qualitative Analysis of ODEs

Let us first introduce the basic concepts and methods
of dynamical systems analysis employed in PSX2NL. In
this subsection, I will illustrate the basic ideas by using
an example. Consider the following system of nonlinear
ODEs:

dx_ 5.3
di- 2x*+2x+2y
2)
dy__
dt ’

This system of ODE:s is called Van der Pol’s equation,
and is concerned with two independent state variables x
and y which vary as a function of time ¢. Given a par-
ticular pair of values for these variables, the vector of
state evolution (%, 2) is determined from the right-hand
side. In this sense, the system of ODEs (2) introduces
the vector field in the phase space, as shown in Fig. 1(a).
In ordinary situations, the vector field implicitly
specifies the phase portrait, a set of non-intersecting
directed curves such that each directed curve is tangent
to the vector field. Part of the phase portrait for Van
der Pol’s equation is shown in Fig. 1(b). Each curve,
called an orbit, represents a solution to the given system
of ODEs under some initial condition. One thing to
note is that each directed curve maps points in the phase
space as a function of time. In this sense a system of
ODE:s is said to introduce a flow in the phase space.
At the origin, there is a special orbit consisting of a
single point. At this point, the right-hand side of the

'H. B. Stewart in a lecture at the Department of Electrical Engineer-
ing, Kyoto University on July 11, 1989.

1 should note, though, that we have recently started an effort to im-
plement PSX3, an extension of PSX2NL that can handle systems of
ODEs defined in the three-dimensional phase space. Preliminary
results are reported in another paper [Mizutani, ef al., 1992].
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Fig. 1 Vector Field and the Phase Portrait of Van der Pol’s Equa-
tion (2).

given system of ODEs becomes zero, and hence the
state never evolves over time. Such an orbit is called a
fixed point.

It is known that every orbit on two-dimensional
phase planes either diverges to infinity, or approaches a
fixed point or a cyclic orbit called a /imit cycle as t—
+ 00,

2.3 Overview of PSX2NL

Given a system of ODEs, we would like PSX2NL to
classify orbits according to their asymptotic properties,
by making use of available computational resources.
The central concern here is the vertical coordination
problem: coordinating processes that handle informa-
tion at different levels of abstraction.! In particular, we
have to address the following computational issues:

1. Representation of flow: we have to seek an ade-
quate representation of flow, one that is deriva-
ble by numerical or symbolic computation and
that allows qualitative behavior to be derived;

'Horizontal coordination is less an issue, because the knowledge
used there may not be widespread.

T. NISHIDA

2. Control structure: we have to seek a control struc-
ture that allows low-level computation (numeri-
cal and symbolic computation) and high-level
qualitative reasoning to interact.

For the first issue, we represent flow as a collection of
flow mappings, each of which represents a bundle of
nearby orbits. For the second issue, we have employed a
blackboard model and have implemented top-down
and bottom-up analysis procedures on this basis.

Given a system of ODEs and a region of analysis,'

PSX2NL goes through the following stages:

(step 1) Partition the given region of analysis into

smaller regions called cells.?

(step 2) Analyze the flow in each cell and character-

ize it as a collection of flow mappings.

(step 3) Put together the flow mappings for each

cell and derive long-term behavior.

In the following two subsections, I will describe our

representation and control structure in more detail.

2.4 Reasoning about Qualitative Behavior with Flow
Mappings

Roughly, we characterize the flow in a bounded
region in terms of how each point on the boundary is
mapped by the flow in the region. A point on the bound-
ary where an orbit is coming into the region is mapped
either to another point on the boundary, or to a fixed
point or a limit cycle in the region. Similar proposition
holds for points where orbits come out of the region.
We aggregate continuous points on the boundary
provided they are mapped to or from an open continu-
ous segment of the boundary, the same fixed point, or
the same limit cycle, and represent the flow as a collec-
tion of flow mappings between these continuous
segments or fixed points or limit cycles. This operation
corresponds to aggregating nearby orbits in the cell, ac-
cording to their qualitative properties in the cell.

Suppose we are to represent the local flow in region
ABEF in Fig. 2(a). As shown in Fig. 2(b), some points
on segment E, F are mapped from the fixed point X in
the region, while other come from other points on the
boundary. Although all points on the open segment
@,(Q), F come from other points on the boundary, the
source is not one continuous segment, but a sum of
four open segments: @i (P), O, ¢7'(S), P, di'(R),
S, and F, R, and three landmarks delimiting them:
@(P), Di(S), and P,(R), so we represent the flow relat-
ed to @,(Q), F as a collection of seven flow mappings:

&7'(P), Q- D1(Q), D:(P)
D B7(S), P~ B(P), ¢:(S)
@ B7(R), S~ &(S), :(R)
@F, R>®(R), F

The current implementation of PSX2NL can analyze the behavior
of a given system of ODEs only in a bounded region of the phase
space.
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Fig. 2 Qualitative Analysis of the Local Flow of Van der Pol’s Equation (2).

@ P-dy(P)
D S—Di(S)
@ R—®(R).

Thus, the flow in ABEF is represented as a sum of six-
teen flow mappings, as follows:!

&=0,: A, & (R)~R, A 3)

@ ¢I,Z: ¢l_I(R)9 S—’ ¢|(S), ¢I(R)

@ &,4: B, ;. (S)—S, B

@ Dra: i (S), P Di(P), B:(S)

@D & s5: E, &7 (P)—’ﬁ

@ Pis: B1(P), O~ Pi(Q), D:(P)

@ b17: X— 0, B(Q)D Dis: F, R>B(R), F

@ D '(R)“R DR By(R)

@ D'(S)>SD S>Pi(S)

® o'(P)»PDX-Q

@D Q- P(Q) D X.
In order to construct a collection of flow mappings for
a cell, we seek points at which the orbit is tangent to the
boundary, as well as some other geometric clues such as
the location and type of fixed points. Let us call a point
on the boundary such that the orbit is tangent to the
boundary a point of contact. Point of contact are fur-
ther classified into convex nodes and concave nodes. At
a convex node, the orbit lies outside the cell immedi-
ately before and after it reaches the point of contact. A
concave node is defined similarly.

The qualitative behavior of a given system of ODEs is

obtained by putting together a collection of flow map-
pings for each cell and examining the structure of the

'The first eight are essential. The others involve some subtlety, but
this is not critical to our discussion.

resulting collection of flow mappings. For example, the
flow in the cell FECD of the phase space for Van der
Pol’s equation (see the top of Fig. 3) can be represented
as:

@, C, D, F, 0~0, E, C. @)

If we combine two sets of flow mappings for the two
cells ABEF and FECD of the phase space for Van der
Pol’s equation (see the center and bottom of Fig. 3), we
obtain

@o(F, Q)=9x(F), QC P (P), O ®
(27 (P), 0)=o.(Q), D.(P)CF, 0, ©)

and hence

@, ° &,(F, Q)CF, Q. @)

Fromula (7) means that all orbits passing through the in-
terval F, O never leave the interval, and hence we can
conclude from the Poincaré-Bendixon theorem!' that
there exists an attracting bundle @c of orbits containing
at least one limit cycle that is transverse to @&, o
&,(F, 0).> It also follows that all orbits passing
through the interval F, Q tend towards ®¢ as {— . See
Fig. 3 for the entire derivation.

2.5 Top-down and Bottom-up Analysis on a Biack-
board Model

For the procedure illustrated in the previous subsec-
tion to work, numerical and symbolic computation and
a high-level qualitative reasoning procedure should
closely interact with each other. It should be noted that
neither low-level procedures nor high-level procedures
are complete; high-level procedures are incomplete in
the sense that they cannot yield any conclusion unless

'See p. 248 of [Hirsch and Smale, 1974] for more details.
*Note that @, ° O,(F, Q)=2,(Q), &, ° ®,(F).
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Fig. 3 Reasoning about Qualitative Behavior with Flow Map-
pings.

evidence is provided, whereas low-level procedures are
incomplete in the sense that they cannot determine how
accurate an answer they need to produce in order to
avoid missing some important solution. In order to
facilitate intensive coupling of the processes at different
levels of abstraction, we have employed a blackboard
model as a basis of a control scheme (Fig. 4). Thus, the
system has a shared memory space (the blackboard) and
a library of processes (KSs: knowledge sources). KSs in-
teract indirectly by updating the contents of the black-
board.

The blackboard model makes it possible to imple-

T. NISHIDA
) high-level
dynamical systems theory )
qualitative
pracedural knowledge
geometry on dynamical systems theory prediction,
constraint
rocedural knowledge
P %l__| The Blackboard
on geometry
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merical low-level,
numene symbolic algebra )
routines quantitative

Fig. 4 A Blackboard Model as a Basis of the Control Scheme of
PSX2NL.

ment multiple strategies. In normal situations, PSX2NL
examines the flow in a bottom-up manner, attempting
to build a qualitative description according to a
prescribed fixed sequence: PSX2NL first examines
whether the given flow has one or more fixed points; if
so, it determines their type. If there is more than one
fixed point in the given region, PSX2NL partitions the
given region into several cells so that at most one fixed
point may be contained in each cell; it then examines
the geometric features of the flow, traces key orbits by
numerical integration if necessary, generates a set of
flow mappings for the given region, investigates the
properties of the flow mappings, and derives conclu-
sions about the qualitative behavior of the given region.
Thus, an abstract description is gradually constructed
from less abstract descriptions.
If something goes wrong and the standard sequence
turns out to be intractable, the analysis process switches
to the top-down mode, trying to find the most plausible
interpretation that matches the observations made so
far. As a knowledge source, PSX2NL uses a flow gram-
mar, which is a grammatical description of all possible
behavior patterns.
The flow grammar provides PSX2NL with theoretical
constraints, allowing it to operate in a top-down man-
ner. More specifically, the flow grammar allows
PSX2NL
1. To predict the existence of key orbits and to plan
numerical computation to find their location: for
example, given an observation as illustrated in
Fig. 5(a), PSX2NL predicts the existence of a sad-
dle node and attempts to find the location in the
phase space (Fig. 5(b)), infers the location at
which invariant manifolds of the predicted sad-
dle node intersect the boundary of a given region
by narrowing down the envelop enclosing the sad-
dle node and associated invariant manifolds (Fig.
5(c)), and finally it infers the location of the sad-
dle node (Fig. 5(d));

2. To focus numerical computation: for example, if
there is more than one possible interpretation of
an observation (upper half of Fig. 6), PSX2NL
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Fig. 5 Planning Numerical Computation.

will plan numerical computation that is expected
to resolve the ambiguity (lower half of Fig. 6);

3. To rearrange the analysis process when an unex-
pected result is obtained: for example, when a
symptom of an unexpected limit cycle is ob-
served, as in Fig. 7(a), PSX2NL will divide a
region into cells and try to prove the existence of
a limit cycle by numerical and symbolic computa-
tion (Fig. 7(b));

4. To detect inconsistent numerical results and pro-
pose a plausible interpretation: for example,
non-intersection constraints of orbits may be vio-
lated because of numerical errors, as in Fig. 8(a);
in such cases, PSX2NL suggests the most plausi-
ble interpretation (Fig. 8(b));

To allow the complex control structure to be imple-
mented easily, we have employed the following fea-
tures:

1. Explicit representation of the control structure
on the blackboard so that KSs can directly access
and manipulate it;

2. Uniform representation of all objects on the
blackboard as attribute-value pairs.

Our approach to designing and implementing PSX2NL
has the following limitations:

1. All knowledge used for problem solving must be
represented in a procedural form as KSs;

2. The terminology for representing objects and re-
lations has not been carefully designed;

3. No attempt has been made to incorporate intui-
tive guidance, possibly obtained from statistics.

Thus, we have not addressed the horizontal coordina-
tion problem in designing and implementing PSX2NL.

3. Towards Horizontal Coordination—The Know-
ledge Community

To make significant progress beyond what has been
achieved in PSX2NL and its siblings, it is necessary to in-
corporate the large-scale knowledge on dynamical sys-
tems and their analysis techniques that has been set
down in handbooks (e.g., [Zwillinger, 1989]). To this
end, we have recently started the knowledge community
project, whose aim is to establish a computational
framework for integrating heterogeneous knowledge as
a collection of autonomous agents. This section
presents an overview of the project. Since the project is
still in a preliminary phase, the focus will be on
methodological and conceptual aspects, highlighting
the scope of the project as well as major technical goals.

3.1 Approaches Taken for the Knowledge Commun-
ity

Generally, it is quite expensive to build and maintain

a single monolithic procedure that is very versatile. It is

much easier to implement progrms that perform single

tasks. Hence, a more attractive approach would be to
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(b) Searching for flow patterns which explain the observation; candidates are listed from
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(d) Candidate No. 9 is selected as the most plausible interpretation.

Fig. 6 Focusing Numerical Computation.
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Fig. 7 Rearranging the Analysis Process When an Unexpected
Result Is Obtained.

build a large knowledge base as a large collection of sim-
ple processes, as suggested by Minsky [Minsky, 1985].

To seek how this approach works, consider the fol-
lowing engineering question:

‘“How can I remove the mist from (the surface of) a
glass (without directly touching it)?*’ ®)

This is a typical question' that calls for horizontal coor-
dination, because a wide range of knowledge must be ac-
cessed in order to answer it. A problem reduction
method, familiar as a classic AI technique, suggests
repeatedly decomposing complex questions like this
into less complex questions until all of the subproblems
can be solved by primitive problem solving procedures.
For example, question (8) may be decomposed into sub-
questions as shown in Table 1.

'This is not a typical question in the context of dyna_\mical systems
analysis, but this kind of question may be asked in a wider context in
engineering.
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Fig. 8 Correcting Inconsistency Due to Numerical Errors.

Table 1 Questions Asked in the Course of Answering (8) by Using
Problem Reduction.

@ Questions about the pjhysical world:
—What is the physical entity of mist on glass?
—Where does it come from?
—What parameters are relevant to heat radiation from the sur-
face of physical objects?

©® Questions about general methods of problem solving:
—How can one prevent an undesirable event from happening?

@ Questions about physical devices:
—What device produces heat?

® Questions about mathematics:
—What is the solution of a given system of simultaneous equa-
tions?
—How can I minimize the value of a function?
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Table 2 The Functions of Agents.

1. Information service; the following are typical functions displayed
as question-answer (Q-A) or request-answer (R-A) pairs:
(a) (Providing facts)
Q: What is the coefficient of linear expansion of copper at
20°C?
A: 16.5x 1076,
(b) (Providing cases)
R: Show me typical examples of flip-flop circuits.
A: (typical flip-flops are shown)
(c) (Providing generic facts)
Q: How much heat energy is radiated from object sur-
faces?
A: E=kT?*, where E: energy radiated, k: constant, 7': the
absolute temperature of the surface.
(d) (Meta-level question)
QI: What can you do?
Q2: What is the input range?
Q3: How accurate is the answer?
2. Inference engine services such as:
database management systems, theorem provers, language proces-
sors, belief management systems, expert system shells, learning al-
gorithms, and so on.
3. Computation and problem solving service such as:
numerical and symbolic computation, data analysis, diagnosis,
scheduling, design, and so on; theoretically, this can be regarded
as a product of an information source and an inference engine.
4. Knowledge community management and maintenance, involv-
ing:
(a) Orientation: looking for an agent that has a requested func-
tion;
(b) Interfacing between different agents;
(c) Protocol translation: translating between local protocols;
(d) Accommodating existing software into the knowledge com-
munity;
(¢) Human interface: interfacing the knowledge community
with users.

The technical issues involved in this approach are as
follows:
1. A computational framework for implementing
the idea
2. A language and common protocol for enabling
agents to interact.

3.2 The Knowledge Community—A Computational
Framework

This subsection describes a computational frame-
work, currently under development, for integrating het-
erogeneous knowledge. In the knowledge community, a
computation element is called an agent. Each agent is a
module that encapsulates closely connected, meaning-
ful chunks of primitive processes and is small and sim-
ple enough to be implemented without much trouble; it
provides facts, cases, generic information, computation
and reasoning facilities, meta-level information, or in-
formation about other agents’ abilities. The types of
functions of agents are summarized in Table 2. Physical-
ly, agents are realized as processes of computational
units interconnected by a computer network.

Agents communicate with each other by exchanging
messages. For computational reasons, I have assumed

T. NISHIDA
(1) trial

((from-agant-name asking-agent-1
(from-domain here)
(to-agent-name answering-agent-1
(to-domain-name there
(session-id session-1)
(message-id asking-agent-1-message-1)
(message-type request)
(request-type information-retrieval-from-who-s-who)
(return-value (y z))
(return-mode all)
(such-that (and (true ((? x) class human))
(true ((? x) name (7 y)))
(true ((7 x) specialty (7 z))))))

(2) response

((from-agent-name ansvering-agent-1

(from-domain there)

(to-agent-name asking-agent-1

(to-domain-name here

(session-id session-1)

(message-id answering-agent-1i-message-1)

(message-type reply)

(in-reply-to asking-agent-i-message-1)

(requested-items (y z))

(such-that

(and (true ((? x) class human))
(true ((? x) name (7 y)))
(true ((? x) specialty (7 2)))))

(ansver-type list-of-tuples)

(answer ((“Riichiro Mizoguchi" knowledge-based-systems)
("Riichiro Mizoguchi" intelligent-cai)
("Riichiro Mizoguchi" speech-recognition)
(“Toyoaki Nishida" qualitative-physics)
("Hitoshi Ogawa" knowledge-based-systems)
("Katsuhito Yamazaki" case-based-reasoning)
("Katsuhito Yamazaki" computer-architecture))
)

Fig. 9 Information Retrieval.

that each agent can only send messages to a finite num-
ber of agents at any one time.

Agents may be aggregated from various viewpoints.
A physical aggregation of agents (a domain) is defined
on the basis of physical location, while logical aggrega-
tion is defined from functional points of view, and dy-
namical aggregation results from the structure of mes-
sage passing at execution time.

In order to accumulate and coordinate a large num-
ber of agents, we need a common language and pro-
tocol that allow agents to exchange information. In ad-
dition, we need to develop a toolkit for testing and eval-
uating the knowledge community, involving a language
for defining agents and domains.

Durrently, the design and implementation of KC-0,
the first prototype of the knowledge society, is in
progress. As a common protocol, language, and ter-
minology, KC-0 involves

e KCP (knowledge community protocol): a protocol

for controlling the sequence of information ex-
change
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(1) U requests P to open a new session;

..
(message-type request)
( ge-id user age-1)
(request-type open-session)
(session-type prolog))

(2) P acknowledges and opens a new session;

(..
(message-type reply)

(result session-opened)
(session-id prolog-session-1)
(message-id system-message~1)
(with-respect-to user-message-1))

(3) U gives P severals facts;

..

(message-type request)

(request-type with-session-do)

(session-id prolog-session-1)

(message-id user-message-2)

(messages ((assert ((human turing)))
(assert ((human socrates)))
(assert ((fallible (7 x))

(human (7 x)))))))

(4) P acknowledges;

(..

(message-type reply)

(session-id prolog-session-1)

(message-id system-message-2)

(vith-respect-to user-message-2)

(result all-actions-processed-successfully)

(contents-of-reply (((human turing))
((human socrates))
((fallible (? x))

(human (7 x))))))

(5) U asks P a question;

C..

( age-type request)
(request-type with-session-do)
(session-id prolog-session-1)
( ge-id user age-3)

(messages ((fallible (7 x)))))

(6) P responds with a solution;

..
(message-type reply)

(session-id prolog-session-1)

( ge-id system age-3)
(vith-respect-to user-message-3)

(result all-actions-processed-successfully)
(session-id prolog-session-1)

(contents-of-reply ((found ({(x . turing))))))

(7) U asks if there are any more solutions;

..
(message-type request)
(request-type with-session-do)
(session-id prolog-session-1)
(message-id user-message-4)
(messages (more)))

(8) P responds with another solution;

(..
(message-type reply)

(session-id prolog-session-1)

(message-id system-message-4)

(with-respect-to user ge-4)

(result all-actions-processed-successfully)
(contents-of-reply ((found ((x . socrates))))))

(9) U asks P to look for a further solution;

(..
(message-type request)
(request-type with-session-do)
(session-id prolog-session-1)
(message-id user-message-5)
(messages (more)))

(10) P replies that there are no more solutions;

(..
(message-type reply)

(session-id prolog-session-1)

(message-id system-message-5)
(with-respect-to user-message-5)

(result all-actions-processed-successfully)
(contents-of-reply (no-more-answer)))

(11) U requests P to close the current session;

(..
(message-type request)

(request-type close-session)
(session-id prolog-session-1)
( age-id user ge-6))

(12) P acknowledges and closes the current session;

..
(message-type reply)

(session-id prolog-session-1)
(message-id system-message-6)
(vith-respect-to user-message-6)
(result session-closed))

U stands for an agent (“user”) asking for a Prolog
interpreter service and P stands for another agent that
works as a Prolog interpreter.

Fig. 10 Interaction with an Agent That Works as a Prolog Interpreter.
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* KCRL (knowledge community representation lan-
guage): an information representation language
for representing objects and relations in the
domain

¢ KCT (knowledge community terminology): a ter-
minological system of representing concepts in the
information representation language,

and as a language for defining experimentation environ-
ment

e KAPL (knowledge agent programming language):
an experimental environment building tool.

3.2.1 KCP—A Protocol for the Knowledge Communi-
ty
KCP provides a protocol for controlling the interac-
tion between agents. The design criterion that we em-
ployed for KCP was to allow information to be ex-
changed at the knowledge level. Although efficiency is a
secondary matter, we would like to avoid choices that
might accidentally cause an increased computational
load. Thus, KCP is much simpler than KIF [Genesereth
and Fikes, 1990], Ontolingua [Gruber, 1991b], and the
contract net protocol [Smith, 1980]. Each message is in
the form:

((from-agent-name agent-name)
(from-domain domain-name)
(to-agent-name agent-name)
(to—-domain domain-name)
(session—-id session-id)
(message—-id message-id)
(vith-respect—to message-id)
(message—-type message-type)
message-contents

L))

where the name of the agent and its domain should be
explicitly specified. I have assumed that some agents
with an orientation facility may be useful for finding an
appropriate agent and its domain.

The above does not imply that I have excluded con-
tract net and KIF. On the contrary, it is permissible to in-
troduce into the knowledge community one or more
agent that simulates the function of the contract net pro-
tocol or KIF. It should be noted, however, that the
effect of such a choice is limited to the local and not to
the global context.

In normal situations, a meaningful unit of interac-
tion consists of a sequence of messages called a session.
Each session consists of pairs of trial and response mes-
sages. There are several types' of trial message such as:
open-session (initiating a session), close-session
(closing a session), request (requesting various kinds of
information), interrupt (interrupting the execution of
the current action), resume (resuming the interrupted ac-
tion), abort (aborting the execution of the current ac-

'The type of a message is specified in the message-type field.
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tion), and status? (asking for the current status of exe-
cution). In contrast, there is only one type of response
message: reply. The reply is either success or failure.

In the KCP protocol, one needs to know the name of
the agent before messages are sent. Furthermore, it is as-
sumed that the names of domains should be globally
unique and that the names of agents should be locally
unique in each domain. This is a strong constraint,
though it does not impose an extra burden on the mes-
sage-switching subsystem. In order to relax the con-
straint, we incorporate into KCP the following features:

e There is a domain named the-inter-domain-
manager, which is specifically used for orientation
and domain name management.

e Domains are hierarchically organized from the
general to the specific.

e Each domain contains a special agent, the-
domain-manager, which manages the names of
agents in the domain.

Figure 9 shows the way in which information is
retrieved by using KCP, Figure 10 shows a more com-
plex sequence, in which interaction is made with an
agent that works as a Prolog interpreter.

In each case, it should be noted that KCP is con-
cerned only with controlling the sequence of messages,
not the contents.

3.2.2 KCRL—A Language for Representing Objects
and Relations in the Domain

KCRL is a language for representing objects and rela-
tions in the domain, and is used to represent the con-
tents of messages. Thus, KCRL is intended to be an ex-
ternal language for exchanging information, rather
than an internal language for effective problem solving.

The role of an external language in the context of the
knowledge community is to allow a wide variety of in-
formation to be transferred from one agent to another.
Generally, there are two approaches to gaining expres-
sibility: one is to enrich the syntax and semantics, while
the other is to enrich the vocabulary and underlying on-
tology. I have taken the latter option for KCRL, so it
has simple syntax and semantics and a rich and complex
vocabulary. A KCRL expression is a collection of tuples

{...,{fosryvd,...}
that corresponds to the logical form:
LA UDA. L
For example, a question (8) can be formally posed as:

{ {r, class, request),
{r, contents, ¢,
{¢, class, resolve),
{c, object, s>,
{s, class, state), )
(s, true, e,
<{e, class, being-misty),
{e, object, 0>,
<o, class, glass) }
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(1) Predicate logic

class(r, request)
Acontents(r, )
Aclass(c, resolve)
Nobject(c,s)

Aclass(s, state)
Atrue(s, e)

Aclass(e, being-misty)
Aobject(e,0)
Aclass(o, glass)

where, class, r, request, ...are constants.
(2)Frame
frame r:
class : request
contents : ¢
frame c:
class : resolve
object : s

(3) Semantic network

request resolve state  being-misty glas
T class T class T class T class T c
contents object true object
r c s e o
status

Fig. 11 Conventional Representation Equivalent to (9).

As this shows, KCRL expressions can be easily trans-
lated into conventional knowledge representations such
as frames or semantic networks, and in fact they are
much simpler than those. For example, see Fig. 11 for
the equivalent conventional representation.

We regard conventional representations as macros
for increasing readability, and do not use them as for-
mal representations.!

3.2.3 KCT—A System of Terms for Describing the
Domain

KCT defines a system of terms (a terminology) used in
KCRL, allowing proper information transfer to be made
between those agents that have posed questions and
those that are capable of answering them. The central is-
sue is the trade-off between expressive power and
computability, which has been a topic of discussion in
the research community with regard to terminological
languages. The approach taken in the design of KCT
was to define a very rich vocabulary with simple syntax
and semantics and a rich ontology.? Each term is charac-
terized as a feature complex consisting of attribute-
value pairs. Although the expressive power of a feature

't should be noted that we are thinking about inter-agent communica-
tion, and not human interface. .

2Hobbs proposes ontological promiscuity and discusses semantic
issues [Hobbs, 1985].

o
l:D
other agents
messages
an agent
Knowledge
Blackboard S;]u(;wcez &
Control
Mechanism

Fig. 12 KAPL is based on a blackboard architecture.

complex is quite limited in terms of logic, I suspect that
a feature complex would be useful, provided that it
were equipped with a comprehensive terminology. The
details of KCP are topics for future research.

3.2.4 KPAL—A Programming Language for Defining
an Experimentation Environment Based on the
Knowledge Community

KAPL provides a standard programming environ-
ment for building experimental environments based on

the concept of the knowledge community. It provides a

means for defining agents and domains.' As shown in

Fig. 12, a typical agent has as a common memory a

blackboard that is repeatedly updated by knowledge

sources.
Figure 13 shows how a domain, an agent, and a
knowledge source are defined by using KAPL.

3.3 Sample Scenario Revisited

The example I gave in Section 3.1 may be handled by
an agent such as SolvingCommonSensePhysics. KSs in-
volved in SolvingCommonSensePhysics will decompose
(9), a KCRL representation of (8), into simpler ques-
tions to external agents. For example, the KS SearchFor-
CauseAndRemovelt may decompose the question by us-
ing knowledge about causality, roughly saying that:

to terminate a state, identify the cause and prevent

it from taking place (Fig. 14).

This causes a KS. SearchForCauseOf~

'The knowledge community might well be constructed by using a
different method.
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(1) Defining a domain

(define-domain name :manager name-of-manager
:agent-list list-of-agents ...)

(example):

(define-domain "psx@kuis.kyoto-u.ac.jp"
:manager ’test
:agent-list ’(psx2pwl psx2nl psx3))

(2) Defining an agent

(define-agent name
:ks-list list-of-KS’s)

(example):

(define-agent psx2nl
:ks-1list ’(search-for-a-fixed-point
determine~the-type-of-a-fixed-point
search-for-points-of-contact
construct-invariant-manifolds
divide-a-cell

construct-flow-mappings))
(3) Defining a KS

(define-ks name :pattern ttern
p Pa;
[:additional-condition predicate]
:method method

(example):

(define-ks search-for-a-fixed-point
:pattern
(and (true ((? ag
(true* ((? status)
(? message-id)
status
vaiting-for-processing))
(true ((? nessage-id)
request-type
fixed-points-are-searched-for)))
:method #’(lambda (ws-name a-list) ...))

id) class age))

Fig. 13 Definition of a Domain, an Agent, and a Knowledge
Source in KAPL.

MistOnAPhysicalObject, to consult a physics
knowledge base, in which, as a result, it may be found
that

if the temperature of the glass is lower than that of

surrounding air, mist on the glass may result.

This causes another update of the blackboard as in Fig.
15.

Eventually, the process may end up finding a solution
that suggests attaching a heating coil to the glass. The
process will become quantitative once a qualitative an-
swer has been found.

In Fig. 16, I give the schema of horizontal coordina-
tion envisioned in the knowledge community project. A
large portion of the vertical coordination will take place
in a domain or an agent. For example, PSX2NL will be
incorporated as an agent that interacts with a few other
agents such as those doing numerical or symbolic com-
putation. Currently, we are implementing the scenario
on a apartial implementation of KC-0.
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request resolve state mist glass
tcla.ss Tclass class Tclass class
contains object true object
c s e o
modified

em .
proposed-solution
class

solution
request identify

formal-object
tclass Tclass

rclnss

» _Object | object
Nstatus spec

to-be-done the x such that for some y
(y, cause, x) and

(y, effect, s):

if-succeeded

class \class

7(‘“35‘ prevent
object %,

*
status

frozen

if-succeeded

request notify
class class

» _object L
lstatus biect

objec

frozen )

Fig. 14 Information Structure Grows as KSs Do Small Pieces of
Work-1.
—after addition and modification by agent SearchFor-
CauseAndRemovelt.

added

request resolve state mist glass
class 1 class class 1 class Tcl ass
contains object true object
¢

I
\status
under-investigation
problem
proposed-solution
class

tclass ?Zln.ss

subject

* *
cause-effect

class

solution
request identify formal-object
class T class 1class
object | object "

Sepe

if-succeeded

request prevent
7 class \cless

» _object 1

status

if-succeeded

7‘1“”" notify

class 1 class

« obiject |, modified

,

M quantity temperature

\ Tclas:due Tclass

* - object

added

Lstatus bi
frozen object
Fig. 15 Information Structure Grows as KSs Do Small Pieces of
Work-2.

—after addition and modification by agent SearchFor-
CauseOfMistOnAPhysicalObject.
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the-inter-domain-manager

the-domain-manager

agent

general, T

orientation

domain domain

the-domain-manager the-domain-manager

agent agent

specific,
problem solving

domain domain

the-domain-manager the-domain-manager

agent agent

Fig. 16 Schema of Horizontal Coordination in the Knowledge
Community.

3.4 Related Work

Efforts to build large-scale knowledge bases have
become popular in recent years. An early example is the
CYC project [Lenat and Guha, 1989], whose purpose is
to build a very large knowledge base for the everyday
common sense domain. Although we share the empha-
sis on large-scale accumulation of knowledge, our ap-
proach differs in several respects. Our effort is directed
more to building a specialized, trans-domain
knowledge base, ensuring executability, and providing
a common external language and protocol. As a com-
putational basis, we have employed cooperative dis-
tributed computation, rather than attempting to build
one huge centralized knowledge base.

Our approach has much in common with recent activi-
ties in knowledge sharing and reuse [Neches et al., 1991;
Genesereth and Fikes, 1990; Gruber, 1991a; Gruber,
1991b). The main difference is a rather technical one
related to the underlying computational framework.

4. Concluding Remarks

Large-scale integration of knowledge is necessary for
progress in Artificial Intelligence [Lenat and Feigenba-
um, 1990]. In this paper, I have discussed issues related
to the integration of heterogeneous knowledge, from
the perspectives of vertical and horizontal coordina-
tion. My discussion of vertical coordination has been
based on our experience with PSX2NL. I also presented

the knowledge community as a step toward horizontal
coordination. An interesting application of the
knowledge community would be construction of an *‘ex-
ecutable’’ handbook for dynamical systems analysis.
Many research goals remain for the future, including
the (semi-)automated construction and maintenance of
knowledge and terminology, incorporating in each
agent an ability to reason about itself, other agents, and
the knowledge community, and autonomous adapta-
tion of protocols.’
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