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Application of Phone Pair Model to Robust
Speech Recognition
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Abstract In the acoustic feature space, all phone positions suffer rather large shifts across speakers.
Even within a speaker they are not so much stable due to utterance-to-utterance variations. However,
their relative positions are considered to be rather stable for a speaker. In previous works, we proposed
a Phone Pair Model which utilizes the joint probability of two phones’ acoustic feature vectors to
catch these inter-speaker tied movements. In this paper, we report the results of our comparative
experiments between one using solely phone HMMs and the other uses phone HMMSs combined with
Phone Pair Model. Remarkable increases in both Correct rate and Accuracy were achieved.

key words ~ Speech recognition, robust, correlation, speaker adaptation, pair model, recognition system



1 Introduction

Speaker adaptation techniques have been broad-
ly studied [2][3][4]. But most of them suffer from
insufficient adaptation data. Considering the fac-
t that all the phones uttered by a speaker, are
commonly influenced by the individuality of that
speaker, correlations do exist among phones. If
these phone correlations can be used effectively, we
will be able to greatly enhance the adaptation pro-
cess. Hazen [5] and Zhang et al. [6] did beneficial
attempts to.exploit correlations among phones,
but several limitations prevented them from be-
ing applied to practice.

After the success in describing the correlations
among phones with Phone Pair Model (PPM)[1],
we continued to investigate the effect of the PP-
M on speech recognition systems. In this paper,
we will report the comparative experiments for
a speaker-independent recognition task, between
one using solely phone HMMs and the other com-
bining with PPM. After a brief review of the the-
ory of PPM in section 2, the way of combining
it with HTK is introduced in section 3 . The re-
sults of the recognition experiments are reported
in section 4, which are followed by section 5, the
discussions, and section 6 concludes this paper.

2 Phone Pair Model

When we have some phones known in the de-
coding stage, we can determine the unknown
phones based on the probability calculated on the
known-unknown phone pairs. For example, when
Y =1yy,Ys, ", Y1y is an observation sequence for
phoney and X = x1, s, -, T, for phonex, the
joint probability of (phonex, phoney) can be given
approximately by

P(X,Y) = [[ (@, 757)) ¢

i7j
where T;; is the average of vectors aligned into
state g; of the HMM of phonex, and ¥; the av-
erage of vectors aligned into state s; of the H-
MM of phoney. Let variable vector X,; has the

distribution N (pg;, Xsi) and Yy; has N (pg, Xsj),
Then the distribution of joint vector (X, Ys;) is
N (w55, Xi5) in which

pij = [ Hsi
llfsj

is the mean of joint vectors (X, Ys;), and

5= Xisi Xsisj )
Xgjsi Dsjsj

the covariance. When the four sub-matrix of 37;;

are assumed diagonal, 3, is equal to X g5

3 Combination of PPM with
HTK

In HTK]J7], each word is represented as a se-
quence of phone HMMs. In Fig.1, the square box-
es represent work-end node, and the circles denote
HMDMs of phones that compose word.

Token Passing Model is used as an alternative
formulation of Viterbi algorithm in HTK. Each s-
tate of a HMM holds a movable token which con-
tains the partial log likelihood score of the rout it
has passed through. When an observation from
the input sentence is processed, every token is
copied to all connecting states with the log like-
lihood score increased and all the tokens are dis-
carded except the highest one. When a token is
propagated out from the exit state of a word, the
boundary for this word is recorded.

In our experiments, each HMM has 3 states
(except the entry and the exit states). For sim-
plicity, our current PPM only exploits state 2.
Before recognition, we align the given adapta-
tion sentence from the new speaker with Speaker-
Independent (SI) HMMs. Despite the boundary of
each phone may includes errors to some extent, we
can extract phones we are interested in (in the cur-
rent method, the five Japanese vowels {a, %, u, e, 0}
) with enough accuracy. Then we average the
vectors of state 2 for each vowel and get vectors
{vq; Vi, Uy, Ve, Vo } for the b vowels {a,,u,e, o} re-
spectively.

When a token reached a word-end node, the
boundary for each phone composing this word




can be easily known. For example, assume a
Japanese word "ns (meaning fwo in English)” has
a boundary of frame (nj,ny) for phone n and
frame (41,%7) for phone i, corresponding to ob-
servations (on1,0nn) and (oj1,0;5). We construct
vector pairs (Onk,Va); (Onk; Vi), (Onk;Vu), (Onk,Ve),
(0nk;vo) where k = 1...ny, then calculate the loga-
rithmic probability density of the vector pairs gen-
erated by PPMs My, g, My—i, My_y, My e, Mo,
respectively. Thus a score P}L’“"T, which is the av-
erage on k and the 5 vowels, is obtained for phone
n. Also we can get PP “" for phone i in the same
way.

Since each word is composed with different num-
ber of phones, we average the scores of all the
phones composing a word to assure that the PPM
contributes to every word equally, no matter what
the length of the word is, short or long.

If the partial path till current word has a like-
lihood score 1 (which is calculated in the conven-
tional way ), we add the PPM score of this word
to 1 and get the modified ¥™°¢ score as

wmod ’l/) + = i z prazr (3)

, where P},’j‘”" is the average score of frame j on
vowel set {a,%,u,e,0}, my the number of frames
aligned into state 2 of phone,, and M the number
of phones composing this word.

For an observation o, of state2 of phone;, the s-
core of vector pair (05, v,) generated by pair model
M, would be ideally higher than that generat-
ed by My_, where phoney is any phone except
phone;. See Fig.1 for further explanations.

4 Experiment implementation

We designed a SI recognition task to test our
PPM. As many other adaptation algorithms, we
need a fragment of an utterance from the new s-
peaker. We use HTK(Ver.2.1.1) to train SI model-
s. The recognition experiments are done compar-
atively using the original HTK and the modified
HTK, which is integrated with PPM.

Phone pair models:
obtained from training data
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Calculate P((a,x)imodel a-m)...
on selected models
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Compose |vector pairs

Add the scores
to the word score
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Vectors of 5 vowels:
obtained from trainging data

Fig 1. Diagram of combining PPM with HTK

Recognition Network

A. Training ST HMMs We use ATR Con-
tinuous Speech Corpus for Research as our train-
ing and test data. 150 sentences of each of
6 male speakers (can0001, can0002, ecl0001, e-
¢l0002, mit0001, mit0002) are used to train SI
mono-phone HMMs.

B. Training Speaker-dependent (SD) H-
MDMs for new speakers Also SD HMMs for
new speakers (tsu0001, tsu0003, nec0001, fuj0001)
are trained for comparison between recognition re-
sults of SI,SD and PPM.

C. Training PPMs We use the same data as
we used to train ST HMMs to train PPMs, though
the following steps:

(1) Aligning the training data into proper states
with SD mono-phone HMMs. (2) Averaging the
vectors in state 2. (3) Using each combination
of two phones(which we are interested in) as one
phone pair event to estimate the mean vector p,;

and covariance matrix X;; of this phone pair.

D. Preparing adaptation data From sen-
tence a0l of each test speaker, we cut
a fragment as adaptation data (uttered as
ara yuru genjitsuwo ). Then vowels {a,i,u,¢€,0}
are extracted using SI models. In case of there



are several samples of one vowel, we just average
them.

E. Results
the correct word from the others, only the par-
tial score causing difference in likelihood score of

Because we aim at distinguishing

words is exploited as PPM logarithmic score,

PP (0) = —0.5 % (log| Z| + (0 — p)' 7 (0 — p)).
(4)
In addition, we use PPM scale to adjust the de-
gree of the effect of PPM. Another problem is
that PPM decreases score of longer sentence more
largely than that of a shorter one. Consequently,
compensation is neccesary in our experiments.

Several trials were conducted on 50 sentences of
set "a” of speaker £su0001(each speaker has ”a”
and two other sets ) to find the proper PPM scale.
The results are shown in Fig.2 and Fig.3.

In Fig.2 and Fig.3, SI means recognizing with
HTK, using speaker-independent models. SD
means using the speaker-dependent models. The
others use speaker-independent models and PPM-
s, adjusted by different PPM scales. The re-
sults of integrating PPM into HTK generally out-
performs that of using speaker-independent model
solely. Both the word Correct rate, which is de-
fined as

Number of correct words

100
Total number of words A

and Accuracy, which is defined as

Number of correct words — insertions
Total number of words

* 100,

get relatively higher scores simultaneously with

PPM scale = 3 and Compensation around
45. Further investigations were done to deter-
mine the Compensation on 50 sentences of set
?a” of new speakers ( tsu0001,tsu0003,nec0001
and fuj0001), and better results were obtained
around Compensation = 45 (See Fig.4) for the 4
speakers.

Other trials were done on speakers t0s0001 and
t0s0002, and the results supported our selection
more firmly.

Although the test data are limited, and the
selection of PPM scale and compensation are
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Fig 4. Recognition results for 4 new speakers

done through a cut and try process, these ex-
periments confirm a fact that PPM do have a
remarkable effect on improving both the word
Correct rate and Accuracy, with the highest ef-
fect from (80.5%, 35.2%) to (87.2%,65.6%) or to
(87.8%, 63.9%).

5 Discussion

Computational load As equation(4) calcu-
lates the determinant | ¥| and the inverse matrix of
X, and X is a 2N (N is the number of dimensions
of the feature vector used in recognizing) dimen-
sions square matrix, a heavy computational load
is imposed on the recognizer. Since the 4 sub-
matrix of ¥ is diagonal (refer to equation (2)), we
can simplify the computation and achieved a high
processing speed close to that of original HTK.

Weighting PPMs In the above experiments,
each PPM contribute to the likelihood scores e-
qually. But [1] indicates that each PPM have a
recognition error rate different from others. Hence
we should find the optimal weight set to improve
the recognition rate further.

6 Conclusion

We incorporate Phone Pair Model into HTK
and test it on a speaker-independent recognition
task. A remarkable increase of recognition rate is
achieved, even given only one instance of each of
the 5 vowels from the new speaker. Although how
to find the optimal parameters of PPM scale and
compensation have not been precisely discussed,
the effectiveness of PPM is observed across a wide
range of these two parameters. Further researches
on PPM are expected.
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