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Abstract This paper presents a method for extracting the speech signal from the single-channel speech signal 

contaminted by the noise in order to improve the performance of automatic speech recognition of the noise contam 

inated input signal. It is assumed that the small database of utterance by the same speaker of the input signal that 

differ from the input signal can be used. For the same problem, the authors presented a method in [1] that extracts 

frames similar to the input frames by some similarity measure from the small database, and then produces output 

frames by refering the similar frames. In this paper, an improved similarity measure and the production process 

of the outputs is reported. The main improved points are keeping the phase information of Fourier transformed 

frames instead of discarding it, and applying the binary mask to the frames. While the phase infomation is conven 

tionally discarded by the process of obtaining absolute spectrum, the authors consider it as worth infomation for 

noise reduction. Applying the binary mask to the Fourier transformed frames has the meaning similar to removing 

the noise component from the signal in the time domain. For evaluation, words recognition experiments by using 

instrumental music and environmental noise of SNR of OdB were performed. The correctness was approximately 

58%. The judgement of voiced and unvoiced speech and silent part has not been automated yet. 
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Fig. 1 Outline of referential reconstruction. 
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Table 1 Configuration used for Julian, 

sampling 16bit / 16kHz 

window length: 25ms, shift: 10ms 

feature MFCC(12) + AMFCC(12) + Aenergy 

HMM speaker independent 

32 mixtures 

triphone 

diagonal covariance 

3 states 

RR: 

SS: 

Table 2 Word recognition rate (%).ND: No Denoising. RR: Ref 

erential Reconstruction (presented method). SS: Spec 

tral Subtraction. 
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Fig. 2 The result of the experiments, (a) Clean signal, (b) Signal 

contaminated by noise, (c) Noise-reduced signal. 
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Fig. 3 The result of the experiments of vowel part, (a) Clean sig 

nal, (b) Signal contaminated by noise, (c) Noise-reduced 

signal. 
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Fig. 4 The result of the experiments of unvoiced consonant part, 

(a) Clean signal, (b) Signal contaminated by noise (the 

range differs from both (a) and (c)). (c) Noise-reduced 

signal. 
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