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Abstract

In this paper, we present vision-based behaviors, such as wall-
follower and intersection-tracker, for an indoor mobile robot.

We develop a method to extract vanishing points and two
associated edges which are the projection of straight lines ly-
ing on the floor. This information effectively describes the
geometrical relationship between camera coordinates and 3-
D scene coordinates. Wall-following behavior uses this ge-
ometrical relationship to guide the robot along the wall.
Intersection-tracking behavior extracts and tracks two ver-
tical lines using a vanishing point and edge segments.

We present experimental results in a real office environment
using a mobile robot which was developed by Toshiba.

1 Introduction

Conventional mobile robot navigation systems attempt to
build two or three dimensional world models using multi-
ple sensors and then plan routes for the robot usmg this
model [12] A serious problem in this approach is reliabil-
ity. To improve the reliability of system, many researchers
have integrated information from different sensors to build a
more accurate (or complete) model for safe navigation [5, 9].
As a result, systems cannot work very well in complex envi-
ronments.

On the other hand, a behavior-based approach is to de-
compose the system into individual modules, each of which
is responsible for one behavior to be performed by the entire
system [3, 6, 10]. Each behavior contains a complete path,
from sensing to action, and is executed in a completely paral-
lel manner. A behavior-based approach is more reliable than
the conventional approach. Since even if one module fails,
other behaviors can still produce meaningful actions for the
robot.

Most behavior-based systems have used simple ultrasonic,
tactile or proximity sensors [6, 7). However, vision-based be-
haviors are seldom found in the literature because of the
computational complexity associated with visual data pro-
cessing [13].

In this paper, we present vision-based behaviors which can
contribute to making robots navigate in indoor environments.
In a man-made environment, many lines are parallel (e.g., the
edges of a wall) and provide very useful information about the
scene. To handle the computational complexity, we extract
the projection of these lines from input video images and our

wall-following and intersection-tracking behaviors use this in-
formation to guide a mobile robot.

In Section 2, we review vanishing points and describe an
efficient method for their extraction from input video im-
ages. Wall-following and intersection-tracking behaviors are
described in Sections 3.1 and 3.2, respectively. In section 4,
we present experimental results obtained with a mobile robot
which we have built at Toshiba.

2 Vanishing points

In this section, we briefly review vanishing points. A com-
plete treatment of vanishing points can be found in [8].

The perspective projection of a set of parallel 3-D lines
onto an image plane is a set of lines meeting at a common
point, called a vanishing point [8]. Let’s represent a 3-D line
by

P=U+AV = (Us + AV, U, + AV, U, +AV2) (1)

where U = (U,,Uy,U;) and V = (V;,V,,V;) are a position
and a direction vector, respectively.

The perspect.lve projection of the point, P, on the image
plane gives an image point (see Fig. 1):

U. 42V, U, +AV,
P= UG P )

where f indicates the focal length of the camera.
In the limit as A fades to infinity, the point p becomes a
vanishing point:

Pv = (@) = (35, F70) @

From Eq. 3, vanishing points are dependent on direction of
line.

Vanishing points are normally detected by projecting im-
age lines or intersection points between lines onto an accu-
mulator space [11, 2]. Accumulator space approaches require
a projection process to transform lines on an image plane to
curves in an accumulator space (e.g., a great circle in the
commonly used Gaussian sphere) as well as a search process
for vanishing points in the accumulator space [2]. As a re-
sult, accumulator space approaches are not applicable for a
real-time mobile robot navigation. In our work, we use the
image plane as an accumulator space and directly search for
vanishing points without a projection process.
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Figure 3: A probability distribution function of vanishing
points along edge segments.

Figure 1: The coordinate system.

We can extract vanishing points by using the fact that a
set of parallel lines in the world intersect at a vanishing point
in the image. However, the image lines will never meet at
one point because of image noise and the errors in localiz-
ing lines in the image. We represent the uncertainty in cdge
location using the 1-D Gaussian distribution along the direc-
tion perpendicular to each straight line (computation of o is
described below). Therefore, the search for vanishing points
can be easily accomplished by finding a small neighborhood in
the image plane intersected by a sufficient number of straight
lines. This process is equivalent to dilating edge lines and
searching for intersection areas.

The algorithm to extract vanishing points works in the
following steps:

1. Extract edges (see Figure 2 for the extracted edges from
a real image);

2. Along each edge line segment, compute the belief of van-
ishing points around each pixel point of edge segment

(a) An input image (see Fig. 3) by:
2
' ' — 2\ -1/2 LR
p(z) = (2m0?) / ezp[—ﬁ], (4)
where o is inversely proportional to the length of edge

segment.

3. Update the belief for pixel points which already have an
estimate of the belief from other edge segment:

P(2) = Prew(®) + Pota(2)- (%)
4. Find the maximum belief point.

Fig. 4a shows the voting results for a vanishing point.
Fig. 4b shows the experimental results of the extraction of
a vanishing point.

3 Vision-based behaviors

(b) Extracted edges

3.1 Wall-following behavior

Part of an indoor environment can usually be described by
sets of parallel 3-D lines (e.g., walls and corridors), which

Figure 2: Indoor scene.



(a) Voting result

(b) Extracted vanishing point

Figure 4: Expeirmental results of vanishing point extraction
from a real image.
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Figure 5: A vanishing point and the robot’s steering angle.

form a vanishing point and the associated lines in the im-
age. Since this vanishing point specifies the 3-D orientation
of these parallel lines, a mobile robot can be aligned with
parallel lines using this vanishing point - wall-following be-
havior.

We can relate the image coordinates of a vanishing point to
the transformation between the camera and world coordinate
systems as follows: Consider a 3-D line L and choosc the
world coordinate system so that Z-axis is aligned with this
line, as shown in Fig. 5. In the world coordinate system ,
therefore, the unit directional vector of the line is (0,0,1). In
the camera coordinate system, this becomes:

vV = (Vo,V, V)
= (sina,cosasinf,cosacosf). (6)

where ¢ and o« indicate the pan and tilt angle of the camera
with respect to the world coordinate system.

From Egs. 3 and 6, we obtain a relationship between the
camera coordinates and a vanishing point:

pPv = (Zv, ) = (f%g—,ft.an 0). )

The y-coordinate value of a vanishing point, y,, is equal to
zero when the line L is aligned with the camera optical axis
(i.e., 6 = 0). Therefore, a robot can be aligned with respect
to the line L, when the transformation between the camera
and the robot coordinate systems is specified. When y, is
not equal to zero, the angle needed to align the robot with
the line - steering angle - becomes:

W
¢ = arctan —. 8
rca.nf (8)

The x-coordinate value of a vanishing point in the image
can now be used to compute the tilt, a, of the camera. From
Eq. 7, we can compute the camera tilt angle as:

z, cos

_______0) = arctan(———-—z" sin 0

a = arctan(

) 9

i

where @ is given by Eq. 8.



Figure 6: A vanishing point and the robot position.

‘We will now show how vanishing points are related to the
relative position of the robot with respect to the parallel lines
in the world.

Let’s assume a wall consisting of parallel 3-D lines, as
shown in Fig. 6. Without, loss of generality and for simplicity,
the robot is assumed to align with the wall (i.e., y, = 0 in
Eq. 3 and V = (0,0,1)) and the line, L,, passes through a
point, U = (U, U,,U;) = (U, Uy,0). From Eq. 1 and the
above relationships, points on this 3-D line satisfies:

Pz(UtvUﬂvA)r (10)

where A is the distance along Z-axis.
By perspective projection,

p=(2,9)= (F52, 152, ay

As shown in Fig. 6, consider two points, p and pg, from
the line:

P1 = (th)—*(f%,fz—t
s U,
Py = (zz,y2)=(f’j—2,f;§). (12)

From Eq. 12, we can derive:

Az U,
tan A} = — = — 13
an A Ay T, (13)
where Az = 29 — 2y and Ay =y, — ;.

In a similar way, we can also compute tan Ay for the line
L. If two lines are assumed to be on the ground (i.e., the
same U;), the angle ratio between two associated lines, L
and L,, satisfies: v

tan A, yo

—— 14

tan Az Ulll ( )
where Uy, and Uy, indicate the Y-coordinate values of the
lines, Ly and Ly, respectively. Therefore, the angle ratio, %‘-,
of two straight lines passing through a vanishing point tells
the relative position of the robot with respect to walls. For
example, when -ﬁ—: = 1, the robot is located at the middle of
two walls.

If we assume that the line is on the floor, then U, can
be obtained from camera calibration (i.e., U, corresponds to
the height, of camera from the floor). Therefore, the relative
position of the robot with respect to the wall can be computed
by !

Uz

Uy = tan A; (15)

Using Eqs 12 and 15, we can also compute the depth to
the points p; and p; by

U,
by — et
1 fyx
U,
Ay = fEL. 16
2 fy2 (16)

In this section, we have described how vanishing points
are related to the transformation between the camera and
the world coordinate systems. In practice, it requires two
important assumptions:

1. a vanishing point can be computed;
2. two associated lines on the ground floor can be extracted.

In a normal indoor environment consisting of corridors and
walls, a vanishing point can be reliably obtained by the van-
ishing point detection method (Section 2), along with the ex-
ploratory motion of the robot - the robot rotates itself until
it finds a vanishing point.

Extracting two associated lines on the ground floor can be
done by a stereo system. Assume that the robot is aligned
with walls by using the extracted vanishing point. We take
a pair of images with a stereo system for which the base-
line distance, b4, is specified. From both images, we extract
vanishing points and all the associated lines passing through
these vanishing points. From Eq. 13, pairs of two correspond-
ing image lines from the left and right images must satisfy:

— U’
tanA4; = 7,
Ua:
tan 4, = Ty +0a (17)

where A; and A, indicate the angle between the associated
line and the image y-axis for the left and right image, respec-
tively, and b4 is the baseline distance of a stereo system.

Since Ay, A, and b4 can be measured, we can obtain U,
and Uy by:

U tan A; tan A,
‘ 4tan A;—tan A,
U, = tan A, (18)

d%an A; — tan A

Using these XY coordinates values of parallel lines, we can
easily find two associated lines on the floor.

We present experimental results using a stereo system to
demonstrate the accuracy of our method. In these experi-
ments, we choose two paralle] lines on the ground and mea-
sure the distance between the ground and the camera - the
correct height. The angles 4; and A, of two lines are com-
puted by the vanishing points detection method for a pair of
stereo images. We can now estimate the X coordinate values,



920 et
N 900 \
g 880 \
o leff line
2 60 \
2‘ True. Height
° 840 \
{ ‘\ /
g >
820 \
g / - \ /
g owop _ o
o ;
o . {1 . \ /
] 780 | Right line /
11} \ /
wp N
0 1 2 3 4 5 7

Number of trials

Figure 7: Accuracy of the estimated heights of two associated
lines on the ground.

Uy, of these two lines by Eq. 18. Fig. 7 shows the estimated
heights of two parallel lines on the ground floor.

The maximum error, which is smaller than 100mm, is ob-
served for the right line. The greater errors in the estimated
heights of the right line are caused by the inaccurate localiza-
tion of the image edges for the right line. Even with this max-
imum error, our current navigation system has successfully
guided the robot along a narrow corridor using a vanishing
point and two associated lines.

3.2 Intersection-tracking behavior

In an indoor environment, when- a behavior-based robot fails
to accomplish its mission, such as finding a specific target,
it may be a better strategy to find and move to a nearest
intersection rather than wandering around.

Unfortunately, finding and tracking intersections is a much
more difficult task than wall-following. In the present work,
we use a simple heuristic - intersections exist at the end of
walls - to extract an intersection. Vertical edges on the walls
are candidates of intersections.

Using the vanishing point computed by the algerithm de-
scribed in Section 2, we can extract and track intersections
as follows:

1. First compute a vanishing point;

2. Find two corresponding straight lines on the floor, which
form the vanishing point (section 3.1);

3. Extract vertical lines on each straight line, located at
approximately the same distance from the robot;

The third step is trivial when the optical axis of camera is
aligned with the wall (i.e., when y, = 0). We can just extract
two vertical lines intersecting with two wall lines at the same
x-coordinates. Even when the optical axis is not aligned with
the wall, we can extract two corresponding vertical lines at
the same distance from the robot using the position of the
vanishing point, y,, (see Fig. 8).

1Uy can be also obtained by a stereo system - by computing the angle
change of the associated lines between two stereo images.

Figure 8: A vanishing point and an intersection.

Using simple transformations, we can find the relationship
between the robot steering angle, 6, and the angle formed by
p1 and pg, 8 by
Az
Ay
_ CUy, — Uy )sing

AUy, = Uy,)

(9 s;n [ (19)
From Equations 12, 19 and 8, we get
z3siné
f
2, sin® 0

= Yo cost (20)

tan B

tanf =

where f is the focal length of the camera and 6 is the stecring
angle of the robot.

Fig. 9 shows the experimental results of the extraction of
an intersection.

With these extracted vertical edges, intersection-tracker
tracks the edges in the following steps:

1. it builds two matching templates by assigning small win-
dows (e.g., 20 x 40) around each vertical line;

2. when a new image is taken, it finds the corresponding
vertical lines by computing the cross-correlation between
the old and new image (SSDA (Sequential Similarity De-
tection Algorithm) [1]);

3. it updates matching templates with the pixel values of
the new image.

Using the tracking results, intersection-tracker continu-
ously controls the robot so that the two vertical lines always
remain around the image center. The steering angle, 0, of
the robot to realize this tracking is simply given by:

i add (21)
f

where y. is the y-coordinate value of the image center, and

y1 and yz represent the y-coordinates of two vertical edges.

tanfd =



(a) Candidate vertical edges

(b) Extracted intersection

Figure 9: Extracted intersection using the vanishing point
and edges.
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Figure 10: Accuracy of the estimate of the steering angle.

4 Experimental results

One concern in using vanishing points for navigation is the
robustness. Errors in vanishing points may produce the er-
roneous estimate of the robot heading and the distance from
the wall. We have done a series of experiments to investi-
gate the robustness issue for both the steering angle and the
distance from the wall.

Fig. 10 shows experimental results for the estimation of
the steering angle. The diamond marks indicate the esti-
mated steering angle of the robot using a vanishing point
(Section 2). The line indicates the correct steering headings
which were directly obtained from the robot controller. The
largest error in the steering was 3.5° when the image position
of the extracted vanishing point showed 20 pixels error com-
pared to those of accurate vanishing points. In most cases,
however, the accuracy of the estimate of the steering angle
was satisfactory for navigation purpose.

The true distance from the wall was obtained by a tape
measure and Eq. 15 provides an estimate of the distance us-
ing an extracted vanishing point. Under ideal conditions, we
should observe a linear relationship between the correct dis-
tance (or true distance) and the estimated distance. The
slope specifies the accuracy of the estimate (e.g., we have the
perfect estimate when the slope is equal to 45°.).

Fig. 11 shows experimental results - the diamond marks
indicate the estimated distances from the wall by Eq. 15 and
the line has a 45° slope to show the perfect estimate. While
we were arbitrarily changing the vehicle’s heading between
+10° 2, the distance from the wall was computed. We can
observe good correspondences between the estimate and the
correct distances. Even with a very inaccurate estimate of
the heading (10°), the maximum error in the estimate was
smaller than 100mm.

Fig. 12 shows the distribution of the estimates as a function
of the robot’s heading, at a measured distance of 560mm.
The horizontal line indicates the correct distance, 560mm.
We can observe the maximum error (100mm) at the heading,
15°. Moreover, we found that even when the error in the

2Note that Eq. 15 is valid when the heading is equal to zero.
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Figure 11: Accuracy of the estimate of the distance from a
wall.
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of the heading.
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Figure 13: The computed distances from the wall by wall-
following behavior.

vanishing point was as large as 10 pixels, the errors in the
estimated heading and wall distance were smaller than 2°
and 3em, respectively.

We have obtained some preliminary results from a series
of navigation experiments in a real office environment, us-
ing an indoor mobile robot. In the experiments, we have
independently tested two behaviors:

o to follow a wall along the centerline of the corridor (wall-
following behavior); and

¢ to find an intersection and track it (intersection-tracking
behavior).

Wall-following behavior worked in the following steps:

1. at first, the robot looks for a vanishing point using the
vanishing-point extractor;

. it then extracts two associated lines on the floor;
. it computes the slope of the two lines;

. it computes the distance from the wall, Uy, (Eq. 15);

[ R

. it computes the distance from the other walil, Uy,, using
the slopes and Uy, (Eq. 14);

(=3

- it moves to the center position where Uy | is equal to U, ,;

7. at this position, it rotates back toward the vanishing
point;

8. it repeats the steps from (1) to (7).

Fig. 13 shows the correct distance (i.e., half of the corridor
width) and the computed wall distances by wall-following
behavior. When the computed distance shows a large dis-
crepancy with respect to the correct distance (e.g., at the
points A, B, C, and D in the figure), the behavior controls
the robot to the center of the corridor. The robot navigated
the distance of travel of 10 meters along a narrow corridor
without any failure in a few trials.

In another series of real experiments, intersection-tracking
behavior extracts two vertical lines using the vanishing point
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Figure 14: The y-coordinate values of vertical edges, tracked
by intersection tracking behavior.

and image edges, and tracks them in real-time (Section 3.2).
Fig. 14 shows the computed y-coordinate values of vertical
edges from the experiments. The straight line A represents
the y-coordinate value of the correct image center. The curve
B indicates the center point between two vertical edges be-
fore the robot moves. The discrepancies between the center
points from the curve B and the correct image center are
used by intersection-tracking behavior to control the robot.
The curve C shows the resulting center points, corrected by
intersection-tracking behavior. Under ideal conditions, we
should not observe any errors between the correct image cen-
ter (the line A) and the corrected center of the vertical edges
(the curve C). However, when vertical edges are distant (e.g.,
~ 10 meters from the robot) in the beginning of the experi-
ment, the large errors (30 pixels) are observed. As the robot
approaches to the vertical edges, the error is reduced to 1 ~ 5
pixels.

5 Conclusion

We have demonstrated that a navigation system with two
vision-based behaviors can provide goal-directed navigation
capability for 2 mobile robot working in indoor environments,
consisting of corridors and walls. From our preliminary ex-
perimental results, we have found that vision-based behaviors
using vanishing points are robust against errors of preprocess-
ing (e.g., edge detection) and image noise.

We have developed a simple but efficient method to extract
vanishing points using edge information. Since many parallel
lines form one vanishing point, the resulting vanishing point
is robust against noise, such as short edge segments and edge
localization error.

Only using a vanishing point and the associated edges on
the floor, we have demonstrated that a mobile robot can re-
liably follow a wall. However, one of many drawbacks in-
cludes the computational complexity of wall-following be-
havior. The behavior now controls the robot in the “stop-
process-and-move” mode and extracts the vanishing points
at every stopping position. In the future, the behavior will

extract vanishing points at the starting position and tracks
two associated lines using real-time snakes. When real-time
snakes cannot track the two lines, the vanishing point extrac-
tion method will be invoked.

Extracting and tracking vertical edges, constrained by a
vanishing point, has been effective for tracking an intersec-
tion. In real experiments, however, the tracking method using
SSDA algorithm has failed in many cases due to the sensitiv-
ity of image noise. We plan to use real-time snakes to reliably
track vertical edges.

We are now developing other vision-based behaviors such
as obstacle-avoidance and target-approaching. The obstacle-
avoider computes the surface orientation and the time to con-
tact from the image velocity field [4].
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