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Pose estimation of an image using parametric
eigen spaces of edge images
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Abstract

We propose a method to estimate pose of a three-dimensional object from it is two dimensional image
based on a parametyic eigen space method .In this method we use a Gaussian blurred edge image as
the input image instead of the original image itself. There we compress the in put images using K-L
transformation.and show better pose estimation can be achieved than the method which use the original
Images as it is inputs. The method has better efficiency in the case of with occlusion .size and intensity
changes of the objects.etc.

keywords:pose estimation,parametric eigen space ,K-L transform,edge image.



1. Introduction

Recognition of a 3 dimensional(3D) object from
its 2 dimensional(2D) images, and the estimation
of the spacial pose is an important research field
having a lot of applications in different areas such
as binpicking(1],part manufacturing , and cam-
era control{2]. One of the methods to find an
specified object in an image is template match-
ing. In this method.first a template which has
the same shape with the specific object is made.
Then by moving the template over the image, a
place with the highest correlation with the tem-
plate is selected as the position of the specific
object. Although this method is not efficient in
some cases such that have a large noise in the
images,occlusion,illumination variations,and pose
changes. Omne way to cope with this problem
is to memorize all of the 2-D appearance im-
ages of the 3-D object and then compare the
input image with them.This method practically
isn't possible as it needs a huge volume of com-
puter memory. So far many algorithms have been
proposed for pose estimation using eigen space
which has advantage of information compression
between similar objects. References [3] and [4]
have proposed algorithems for pose estimation of
face images. An individual person’s discrimina-
tion by eigen space has also been proposed [5].
Here the input images are face images which are
taken from different directions. Murase et al[6][7]
proposed a method of pose estimation as well
as object classification from the nearest trajec-
tory in an eigen space composed by various kinds
of object and lighting conditions. However,since
they use the original image itself as the input im-
age. Therefore,when there is an occlusion in the
object,the model and the object don't coincide
well,and there is a possibility of becoming not
able to classify and estimate parameter (pose in
this case). In this paper,we propose a method of
composing the eigen space from Gaussian blurred
edge images,and demonstrate that this method is
robust for occlusion.

2. Making image sequence

We made 72 image frames for experiments as
follows; Putting the object in a turn table and ro-
tating it each time by 5 degrees,we made the im-
age sequence. The images were taken by a CCD
camera and were saved in an Excel frame mem-
ory connected to a computer. The light source
was fixed at one place. Fig.1(a) shows 8 frames
of original images. Using Sobel filter the edge im-
ages were made and then blurred by a Gaussian
filter (¢ = 2.0). We name the resulted images
as edge images for short. Both the original and
edge images were normalized as shown in the fol-
lowing section. The size of the edge images are to
40 x 40 pixels.
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Fig.1  Examples of original(a) and edge im-
age(b) sets obtained by rotating an object.

3. Eigen vector calculation
and contribution rate

We make eigen vectors &, (N2 x 1) of the
m - th input images by raster scanning of edge
images(Fp, : N x N).

% = [f11, fi2, -+, Evn )T
To remove the effects of intensity differences of

input images(due to object position and sensor
condition},we romalize the vectors.
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Fig.1(b) shows the edge images. As these im-
ages are the blurred results of edge enhanced im-
ages,the correlation between two consecutive im-
ages in this sequence is high[8].We calculate the
average A of images using equation(2);

1 M
A=M2xm (2)

m=1

where M is the number of images. Then the im-
age covariance matrix C is made as below.

Cm L S e M- (3)
_M . - ‘ T i

m=

The C matrix can be expressed as below.

C(0,0) C(0,N?-1)
C(1,0) C(1,N2-1)
C(NZ.—I,O) C(N‘z—i,N2—1)

The eigen value is calculated using equation(4).
Cei = )\,je,j (4)

We arrange the eigen values in descending or-
der and obtain the corresponding eigen vectors
(el‘,~-~,ek). These vectors contain the feature
of edge images. Using these vectors as the basic
vectors,it is possible to compose the eigen space.
The trajectory of high correlated images in the
eigen space will be compact and smooth. Fig.2
shows examples of the eigen vector (image). Con-
tribution ratio Con of the principal components
is expressed by

k

2N

Con = ’;,1 (5)

S

i=1

where K and k indicate the number of dimensions
of eigen space and that of subspace,respectively.
The contribution ratio v.s number of dimensions
for both images are shown in Fig.3. From these
figures we can clearly see the higher compressibil-
ity of the proposed method (especially for lower
dimensions)than the method using original im-
ages as its input.

Fig.2 Eigenvectors for the object shown in Fig.
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Fig.3 Cumulative contribution ratios for origi-
nal and edge images.

4. Projection to paramet-
ric eigen space

Subtracting the average image A from each im-
age,the equation below gives the corresponding
projection points g(,) where p is a parameter de-
scribing the pose.

8p = e ez, e) (xn—A)  (6)

Generally when the difference between two poses
of an object is small, the images are highly cor-
related and their projected positions in the eigen
space are also close to each other. Fig.4 shows the
parametric eigenspace trajectory of the object of
Fig.1 using only 3 eigen vectors which have the
highest contribution rate. The projected point
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Fig.4 Parametric eigenspace trajectory of the
object shown in Fig.1.(a) original input image,
(b) edge image.

sequence are expressed by a continuously smooth
curve using interpolation. The interpolation is
carried out by B-spline. An unknown pose of
an object is estimated as follows(see detail in5);
project the image to the eigen space and estimate

its pose as the nearest point on the trajectory.

5. Pose estimation of ob-
ject

First,we normalize the size and brightness of the
input image. The vector of a normalized input
image is defined asy and is projected as the point
z in the sub eigenspace by equation(7).

z=[er, e, . ex)  (y — A) (7)

The pose estimation value pg,the pose estimation

error £g,the distance error d and relative distance
error €4 of the object are defined as follows,

P = argmin iz — gl (8)
€e = P _ﬁ9 (9)
d
£ = —— 10
4= Tl (10)
d = min |z - gl (11)

here the pe is a correct pose value.

6. Experiment of pose es-
timation

‘We project an original input image and its
edge image on the subeigen space. Then we
examine how the minimum distance between
the projected points and the trajectories of the
images vary according to occlusion, position
shift,expansion,reduction and variation of the il-
lumination and compare the results. Murase et
al proposed an efficient algorithms of calculat-
ing the eigen values with such bulky data[9][10].
We transform the data to by Hessenberg matrix
by Householder algorithm and calculate the eigen
values. The computer we used is workstation
Sakura of Data Processing Center,Kyoto Univ.

6.1 Occlusion

Fig.5 shows a frame of the original image se-
quence and its edge one, where some different
parts of the object are occluded. The profile
of projection for pose estimation onto the eigen
subspace are shown in Fig.4(a), (b),respectively.
The distance from the true point to the projected
point for edge image is shorter than that of orig-
inal input image. The relative distance error v.s
the number of dimensions for the case of small
occlusion (20 %, as shown in Fig.5(d)) is shown
in Fig.6. According to this figure in the number
of dimensions three, the distance errors are ap-
proximately 5 % and 0.2 % using original image
and edge image as input, respectively. Changing
the number of dimension,this error is almost con-
stant in the case of our method,while its variation
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Fig.5 Examples of pose estimation experiments
in case of with occlusion for original(without
mark) and edge images(with mark}” ]).

is large in the case of the other method using the
original input image. The results are also almost
similar to them for the (a), (b), (¢), and (e) cases.
Fig.7 shows the case (f) with large occlusion (60
%). The results of all cases are summarized in
Table 1,which shows the higher efficiency of our
proposed method. The pose estimation by edge
image is less than that of original image.

6.2 Position shift,expantion,reduction
and variation of illumination

(1)Position shift

The position of the object was shifted to
right left,up and down direction to examine those
cffects. The relation between the relative distance
error €4 and the number of dimensions for 30 %
shift to left side is shown in Fig.8. The relative
distance error of original and edge image are prox-
imately 23 % and 2 % at the dimension number
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Fig.6 Distance errors v.s. dimensions for the
case of small occlusion((d):20 %).
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Fig.7 Distance errors of estimation v.s. dimen-
sions for the case of large occlusion((f):60 %).

2,respectincly. Those of edge image are definitly
improved as the whole.
(2)Expantion and reduction

We examine effects of expantion and reduction
of images by both 20 %. The results of the re-
duction are shown in Fig.9. The relative distance
error of the original and edge image are approx-
imately 9 % and 3 %,respectively,at the point of
dimension number 2. The errors of edge image
are improved even when increasing the number
of dimension. The results of the expantion are
shown in Fig.10. The relative distance errors of
the original and edge image are 25 % and 4 % re-
spectively at the point of dimension number 2.
The error of the edge image are improved even
when increasing the number of dimensions. The
errors for expantion and reduction in edge image
are small compared to those of original image on
the whole.
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Fig.8 Distance errors of estimation v.s. dimen-

sions for the case of position shift(30 %. in left

direction).
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Fig.9 Distance errors v.s. dimensions for the
case of size reduction{20 %).

(3)variation of illumination

Experiments of changing illumination are carried
out for 4 cases totaly ;two cases for one light
source and two cases for two light sources where
the light sources are moved to right and left sides
largely. We examined how the variance of each
eigen values distributes in the pose estimation.
Original and edge images used for the experiment
are show in Fig.11. Pose estimation errors for im-
ages of Fig.12(a) are profiled on the 3D subeigen
space.Figures(b),(c) and (d) are projections onto
x-y,y-z and z-x plane, respectively. The group of
coordinates origin side and right side are those of
original and edge images,respectively.Both of the
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Fig.10 Distance errors v.s. dimensions for the
case of expansion(20 %).

estimation errors are small compared to those of
eduction.The

(a)” (6)” (e)” ()

Fig.11 Distance errors of pose estimation v.s
dimensions in the case of light source variation
for input original(without mrk) and edge im-
ages(with mark[ ” ]).(a),(b),(a)”,(b)":light source
is one,(c),(d),(c)”,(d)”:light source is two.

(4)Distance error and pose estimation er-

ror

Calculation results of the relative distance
erroreqgand pose estimation errorsy for the case
of (1) ~ (3) are shown in Table 2.

7. Conclusive remarks
The parametric eigen space method proposed by

Murase it et estimates a pose of 3D object by 2D
object matching.Matching process is simplifide by
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Fig.12 Efstimated points of input original and
edge images in 3D parametric space for the case of
light source variation .(a) is 3D eigen space,(b).(c)
and (d)- are profile of projections on x-y,y-z and
z-x plane.respectively.Left side points of each fig-
ure are projection of original image, and right side
points of each figure are projection of egde image.

K-L transform because the inages of rotating ob-
Ject have strong correlation. and the object can
be expressed by small number of eigenvalues. We
perceived the features that the redundancies of
information of the edge image are decreased com-
pared to that of original image. Thus,we have
proposed -a new method of pose estimation in
parametric eigen space using the edge images in-
stead of the original input image. We have exam-
ined that how the occlusion.expantion,reduction
and changing illumination of an object to pose es-
timation and the number of the dimensions have
affected the distance errors. We demonstrated
that the proposed method is robust compared to
the convention method using original image.

Table 1  Comparisons of estimation accuracy for
original and edge image with occlusion.

[anti-clockwise]

The relative distance errore4(%) [| The pose estimation errorey(degree)
Original image Edge image || Original image Edge image
(2)25(%)C 7.7 0.4 28 -0.06
(h)25(%) 1 74 0.6 2.1 0.65
(c)15(%)= 5.1 .08 2.7 -0.81
(d)20(%)51 6.1 0.2 2.4 0.07
(e)20(%)53 6.2 0.5 2.6 0.13
(£)60( %) 68.6 51.4 -75.1 37.3
Table 2 [anti-clockwise: + ]
Therelative distanceeq(%) it The pose estimationse(degree)
Original image | Edge image || Original image | Edge image
Position left | 9.8 1.1 -35.4 0.9
shift right 10.8 1.6 38.7 -0.64
(30 %) up 10.5 1.2 -40.3 1.25
down 6.5 14 32.5 -1.37
expantion(20 %) 6.3 0.6 8.7 ©0.07
reduction(20 %) 16.2 14 85.4 1.4
(a) | 5.7 0.2 -1.27 0.04
variation (b) 7.8 2.4 2.5 1.23
of illymination (¢) 8.3 4.7 -3.17 0.76
] (d) 8.9 3.1 4.25 -0.26
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