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An Active Space Indexing System for 3D Estimation of Human Postures
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Abstract We present a method for unencumbered tracking participants in a virtual environment
using multiple cameras. The method consists of two main modules: preprocessing and 3D posture
estimation. In the preprocessing step the 3D space (we call active space) is indexed in advance, and
in the estimation step, the 3D positions of some significant points of the body of a participant, are
obtained based on that indexed space. »
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1. Introduction

Virtual environments pose severe restrictions
on algorithms for tracking and posture estimation
due to the foremost requirement of real-time in-
teraction. There are many related works in hu-
man posture estimation in a virtual environment.
These can be broadly divided into two main cate-
gories: encumbering and unencumbering [1, 2, 3].
This is perhaps the most important choice in de-
signing a virual environment as it determines the
style and quality of interaction of a participant.
In an encumbering virtual environments a partic-
ipant must wear some tracking devices, for exam-
ple, optical [4, 5], mechanical [6, 7}, bio-controlled
and magnetic trackers [8, 9, 10, 11, 12]. On the
other hand, in an unencumbering system the par-
ticipant must not wear any special devices [13].
Most of the camera-image based systems belong
to this category.

Reasonable work space volume, robustness to
measure errors and occlusion, confortness for par-
ticipants are desired properties for a virtual en-
vironment. Mostly magnetic trackers have been
used because they are relatively inexpensive, al-
low large work area, however can exhibit tracking
errors up to 10 cms [14]. Optical and camera-
image based tracking has problem of occlusion [2].
Our motivation is to develop unencumbering vir-
tual enviroment using multiple cameras, in which
the 3D position of a participant can be estimated.
1.1 Related Works

Camera-based techniques are well suited for de-
veloping unencumbering applications and many
researchs have been done in the area of computer
vision for the estimation of 3D positions using in-
formation from stereo vision and motion analysis
[15, 16, 17], however problems related to camera
calibration must be solved.

Jain et.al. [18] combine techniques of com-
puter vision and graphics for processing the video-
streams offline, non-iteractively, using color-based
discrimation between frames to identify pixels of
interest, which are then projected to find the vox-
els in a 3D grid space based on color of the region
of interest. The marching cube is then used to
construct the iso-surface of interest.

The virtual kabuki system [19, 20] uses ther-
mal images from one camera and estimates the
2D joints positions in real time by using the sil-
houettes and 2D-distance transformations. Other
points such as the knee and the elbow are esti-

mated using genetic algorithm. Once extracted
the posture is rendered to a kabuki-actor. Only
2D positions are estimated and problems due to
lower thermal conductivity of clothes can appear.

Blob models are used in the Pfinder system
[21]. This system uses one camera to capture
a participant in a static environment. A multi-
blob model is created, for the person based upon
the color information, for estimating the 2D con-
tours and postures. The estimation is based
mainly on the color-changes. In the following sec-
tions, we present our method for estimating the
3D positions of a participant called Active-Space-
Indexing as a part of our whole system for posture
estimation, the Scan&Track system.
2. Scan&Track System

We are developing an unencumbering virtual
environment called Scan&Track system which
uses image sequences from multiple cameras. In
Fig. 1 is detailed the modules of the Scan&Track
system: body silhouette and significant points ex-
traction, correspondences and tracking points, 3D
indexing reconstruction (Active Space).
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Figure 1: Scand Track system diagram

In this paper, we assume that the contours, sig-
nificant points and correspondences from the three



cameras C1, C2, and C3 are determined for the
three images Im1, Im2, Im3, respectively. These
contours would be used for estimating the 2D-
location of the significant points, in the images
from the three cameras. Let zy, 9, z3 be the pro-
jection of a 3D significant point X, for the three
camera frames, respectively. We call the triplet
{z1,72,z3} an imprint-set of the point X. If a
3D point is visible from multiple cameras, then
the location of the imprint of the 3D point can
be used to estimate the 3D position of the point.
From now on, we assume that the imprint-sets are
determined for each visible principal points.

2.1 Camera Calibration, Space-Linearity
and Over-Constrained System

There are many works on reconstruction of the
3D position from motion which uses a minimal
number of points to guarantee the uniquess of
the reconstruction [15, 17, 22]. However, in these
approaches they must to solve a priori the cam-
era calibration problem. Furthermore, other ap-
proaches such affine reconstruction, self calibra-
tion have been proposed to avoid the camera cal-
ibration problem (23, 24], but many of the solu-
tions are up to scale reconstruction. We plan to
use several points, during preprocessing, and cre-
ate our model based system on that, but then we
do not require these points to be present for cali-
bration or reference during the actual tracking.

Our motivation to use several points is to subdi-
vide the active-space, so that only a few points are
used locally to estimate the position during track-
ing, similar to the piece-wise design for surfaces
and contours [25]. In our approach, by subdivid-
ing the 3D active-space into small, disjoint voxels
or 3D cells, we use only a small number of points,
which are the vertices of the 3D-voxel, for estimat-
ing a 3D position inside that voxel. In this way,
only a few points are use to determine a 3D posi-
tion of a point. The major advantage of using a
set of voxels is that the non-linearity due to cam-
era calibration is minimal. In particular, we can
assume linear motion inside the voxel, and a 3D
voxel will be also projected linearly on a camera
image frame. Thus, the effects of camera distor-
tion would be minimal. This assumption also al-
lows the use of linear interpolation for estimating
the position of a point during tracking.

2.2 Depth Information and Planar Slices

Consider the projections of two points p,q in
Fig. 2. Depending upon the viewpoint from

multiple cameras frames, the projections of these
two points change, particulary their relationship
changes as we move from left to right. Thus, the
spatial information is not preserved in the projec-
tion plane. To recover the spatial information of a
point from multiple views, we must to solve prob-
lems related with correspondences, and recovery
depth from stereo cameras.

Next, we shall consider two points P,Q on a
planar slice and the same set of multiples views,
as shown in Fig. 3. Note that the spatial rela-
tionship of the projections of the points P and @,
for all planes remain same in the same planar slice
hemi-sphere. Thus, it is easier to deal with points
in a planar slice, as shown in Fig. 4. In Fig. 4 is
shown that the poiit P is located above the line
L1 and left to the line L2, and the Q is located
above the line L1 and rigth to the line L2. Fur-
thermore, slices can be stacked for estimating the
depth information.

For simplicity, each slice in Fig. 5, has the 4 x 4
partitioning. Depending on the complexity of the
scene, other partitioning are possible. Let a triplet
(z1, z9, z3) be the projection of a 3D point X on
the cameras frames Ch, Cy, C3, respectively. We
can recover the depth information by processing
all slices and searching for the voxel in which this
point can be. This process is explained in the
following section. :

Figure 2: Projection relation between camera
frames ’

3. Creating an Active Space

In this section is described the process to cre-
ate an active-space indexing. A preprocessing is
achieved to acquire the space coordinates of the
planar grid slice model. Once the indexing is cre-
ated, then we are able to determine the posture of
a participant in a fixed stage.
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Figure 4: Projection in a grid of a planar slice

Figure 5: Set of planar slices

3.1 Preprocessing to Create an Active-
Space Indexing

We fixed an stage which we will recorded in
slices using the grid pattern shows in Fig. 6. This
grid is 47 x 47 points pattern. To record the slices
we use three cameras at the same time. At each
time the grid is moved forward to backward at
constant distance, in this case the translation is
10 cms. (Fig. 5). The total number of slices
recorded for an stage are determined beforehand,
depending ir the size of the stage.

Figure 6: Grid pattern {7x 47 points, which can
be moved and its dimension is 2{0cmx24{0cm

. To create the indexing mechanism, we specify
a set of horizontal and vertical lines to cover the
rows and columns of the grid pattern. During the
prepocessing, we do the following for each slice:

1. For all the three camera-images, four corner
points on the grid parttern are picked using
a mouse. These corner points define a 2D-
extent of the projected grid pattern.

2. Following the z and y directions, from left to
right and bottom to up, the horizontal and
vertical lines are estimated, by determine the

‘end points of each line (black points).

Thus, all straight lines have been defined then
we ¢an determined the intersection of vertical lines
with horizontal lines to find the location of the
grid-circles.



3.2 Finding a 2D-index during 3D Track-
ing

For every slice we find a set of horizontal and
vertical lines during the preprocessing. During
tracking, given a pixel coordinate of a 2D point
on a slice, we can quickly find the grid-index us-
ing these horizontal and vertical lines. First, we
check is the point is outside of the area defined by
the four corner points of each slice recorded for a
specific camera. If the point is inside then we find
the grid-index for the given pixel by searching the
set of vertical lines for the x-index, and horizontal
lines for the y-index. Since the lines are specified
from left to right, we find two consecutive verti-
cal lines v and v, 3 such that the given point is
on or between the two lines. A similar algorithm
is used to determine the y-index, by finding two
consecutive horizontal lines, h and h 3 such the
given point is on or above line h, and below line
h,;. For our experiment we have 47 horizontal
and 47 vertical lines.

To estimate the location of a 3D point given its
imprint-set {z1, z2, £3}, we have implemented the
following algorithm.

3.3 3D-Voxel Estimation by using Active-
Space Indexing

Given a triplet of points {z;, z2, z3} corre-
sponding to a 3D point, for the three cameras
frames, respectively. We perform the following for
every slice:

1. For an imprint-point, use the vertical lines
collected for the corresponding camera frame
during the preprocessing, to find the 2D hor-
izontal x-index.

2. Perform the same as in step 1 to determine
the y-index by using the set of horizontal lines
for each camera frame, respectively.

3. Perfom the above two steps for each given
triplet for every slice and for the three camera
frames, respectively. Let I1, 12 and I3 be the
indices for the left, center and right cameras,
respectively.

For every triplet {z,, =2, 3}, we collect I1, I2,
and I3 points for each slice as shown in Fig. 7.
We assume that the point X is between to slices
k and k + 1. These three indices define a triangle
on every slice. Simple ray-optics suggests that the
area would be decreasing as the ray converge at
the point X and then start increase as the rays

diverge. We have implemented a linear algorithm
to determine the slice with the minimum triangle
area. Let k be the left slice with triangle area Ay,
and k + 1 the right slice with triangle area Ag
as the rays diverge. We have that the slice k is
the nearest to the point X so the points’s 3D cell
index would be (3, j, k). We chose i = I1; and j =
I1, in our implementation. Here i could also be
an average of x-indices of I1, I2 and I3 for slice k.
It can be notice that the z coordinate is obtained
since we know the displacement between slices.

Figure 7: Finding the 8D-vozel

4. Experiments and Results

In the preprocessing step we recorded slices by
using three cameras at the same time, which are
fixed during the tracking. Setting the grid pat-
tern an initial position, the subsequent slices are
recorded moving the grid by 10 cms from the pre-
vious position. Figures 8 and 9 are two examples
of this preprocessing. In these examples, eight
slices were recorded for each camera. In Figures
8 and 9 also the estimation of the 3D voxels are
shown. From three views of a participant, man-
ually three imprints {z,z2,23} are provided as
shown in Figs. 10 and 11. After a 3D voxel of
an imprint is located, then the 3D information
is determined by linear approximation. This 3D
information can be rendered to a synthetic actor
for visualization of the results. We can specify as
many triplets as desired.

The technique works because there is enough
shift in the projection of the points due to the
cameras positioning that the depth discrimination
is possible. Unless the three camera angles are
identical or.the grid is very wide, it is highly un-
likely that more than two slices have the same area
formed by I1,12,13. In fairness to our method,
this would mean that the resolution of the sliced



active space needs to be increased, or the camera
angles need to change. It can be concluded that
given a imprint set, a unique 3D cell index can be
found. : ;

- As the number of slices and the number of lines
increase in future applications, we can apply bi-
nary search based on the area of the triangle on
the slices.

hand
. nose

elbow

Figure 8: Ezample 1, processed slices and vozel
estimation

5. ‘Evaluation of the Active-Space Index-

* The accuracy of the system is related to the
correspondence of the points. Once the triplet
(21,22, x3) is given, an active space voxel can be
obtained in constant time using the active space
indexing mechanism since the number of slices is
cconstant. Further refinements of the estimated
position are possible to:achieve higher accuracy
by using another set of cameras.

There is a different linear interpolation which
will considerably improve the accuracy of our es-
timated for a point X within the voxel (i, j, k).
Notice that the middle camera is placed perpen-
dicular to z-axis-and paralle] to the grid during
the preprocessing. The z and y coordinates of S
can be further refined by using the relationship be-
tween 12 and z2 in the middle camera frame and

hip

elbow pang

Figure 9: FEzample 2, processed slices and wozel
estimation :

right camera

Figure 10: Ezample 1, given imprints from three
camera frames




left camera

middle camera

right camera

Figure 11: Ezample 2, given iMprints from three
camera frames

the assumption of space linearity within the voxel
as discussed earlier. For instance, we know that a
voxel occupies a 5x 5x10 cm in the 3D space. Ifa
2D cell of the middle camera contains 100 pixels,
in a 10x10 array, then we expected the accuracy
to be around 0.5 cm along z and y axes, respec-
tively. Similarly, I1 and z; from the left camera
and I3 and 3 for the right camera, can further
refine the z coordinate of point X. The accuracy
of an estimation depends upon the number of pix-
els inside the cells I1, I2, and I3 and the physical
size of the voxel (4, 4,k). Since 3D space can be
thinly sliced further, and multiple set of cameras
can also be added, we expected to considerably in-
crease the accuracy of the active-space indexing,
when this interpolation method is implemented.
The active space indexing system is extremely
robust as this mechanism can always find a 3D
cell for given imprint sets.
Registration: This is related to the swimming
problem encountered in virtual environments.
Virtual objects, when placed on a tracked-
position, tend to swin because of the slight varia-
tions in estimating the 3D position of the tracked-
position. This leads to the well known swimming
effect which is very evident in systems using mag-
netic trackers. When we use multiple cameras,
the same corresponding points on the image will
produce the same result, because the camera and
slices remain in the same position for the duration

of the tracking. However, although rare, voltage
fluctations can account for a change in size of the
image, and can create swimming effect. In addi-
tion, mechanical vibrations, could cause the cam-
era image to jiter. In fairness, we do not know of
any tracking device where voltage and mechanical
vibrations would not have an effect on tracking.
6. Conclusions

In the Scan&Track system, we have provided a
framework for unencumbered tracking based upon
multiple image sequences. We implemented a new
algorithm for 3D estimation of human postures
called active-space indexing method. The imprint
sets of the points, which are three 2D points cor-
responding to the same 3D point in three image
frames, respectively, are the input to the active-
space indexing. Assuming that we have this im-
print set the active-space indexing determines the
3D cell index of that point in constant execution
time. ,

The accuracy of the 3D position estimation de-
pends on the estimation of the 3D voxels, which
depends on the resolution of the image. Now we
are implementing the construction of the voxels by
image processing technique. Active-space index-
ing avoids the calibration of the cameras, since the
grid pattern give us the infomation related to the
3D coordinates of the space.
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