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Abstract In this work, we propose a new method for reproducing the reflection properties of the
objects. First, we separate the reflection components by taking the images of a dielectric object through
polarization filter under linearly polarized illumination. Second, for each separated reflection component,
we determine the parameters of a reflection model(Torrance-Sparrow). In estimating the parameters, we
use 3D mesh-model which is made from range images taken by a range sensor. Last, we synthesize the
virtual image using the obtained reflection parameters.
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1 Introduction

It becomes more and more important to de-
velop the easy method for getting the accurate re-
flectance information as the interest in virtual re-
ality is growing. Currently, virtual reality system
is used in a wide variety of applications includ-
ing electronic commerce, simulation-and-training,
and virtual museum walk-throughs. In spite of
these many needs for virtual reality modeis, most
of the virtual reality systems utilize models that

are manually created by programmers. If we can

build a system that automatically create the mod-
els for virtual reality system, we can drastically de-
crease modeling costs for virtual reality systems.
When we make a model of reflectance proper-
ties by observing real objects, we need to consider
two reflection components: the specular reflection
component and the diffuse reflection component.
If we only map the observed image onto the ob-
ject shape model as observed surface texture, we
cannot reproduce the appearance of the object un-
der different viewing and illumination conditions
When highlights are observed in the
original images, those highlights are fixed on a

correctly.

certain position of the object surface permanently
regardless of illumination and viewing conditions.
Therefore, in order to model the reflection prop-
erties correctly, we have to separate the specular
reflection and diffuse reflection.

Several techniques to separate the reflection com-
ponents have been developed. One major approach
to the problem is the one that uses color as a clue.
Most of color based methods are based on the
dichromatic reflection model proposed by Shafer
[7). The dichromatic reflection model suggests
that reflected lights from dielectric material have
different Spectral distributions between the spec-
ular and the diffuse reflection components. The
spécular component has a similar spectral distri-
bution to that of the illumination. On the other
hand, the diffuse component has an altered dis-
tribution by the colorants in the surface medium.
Consequently, the color of an image point can be
viewed as the sum of of two vectors with differ-
ent directions in color space. Klinker et al.[8] ob-

served that color histogram of a uniformly colored
object surface makes the shape of skewed T with
two limbs in the color space. One limb represents
the purely diffuse points while the other repre-
sents highlight regions. Based on this observa-
tion, Klinker et al.[8] proposed an algorithm for
automatically identifying the two limbs and using
them to separate the diffuse and specular reflec-
tion components at each surface point. Sato and
Ikeuchi [2] used a sequence of color images taken
under actively varying light direction, and success-
fully separated the reflection components for each
object surface point even if object surface is not
uniformly colored.

Nayer et al. [6] used not only color but also po-
larization to separate the reflection components.
Their proposed algorithm used the partial polar-
ization included in the reflection in order to de-
termine the color of specular component indepen-
dently for each image point. The specular color
imposes constraints on the color of the diffuse com-
ponent and the neighboring diffuse colors that sat-
isfy these constraints are used to estimate the dif-
fuse color vector for each image point.

All of these separation methods based on the
dichromatic reflection model suffers from the com-
mon weakness in that they cannot work if the
specular and diffuse reflection vectors have same
direction in a color space. In this paper, we pro-
pose a new method for separating the reflection
componénts using polarization. Unlike the previ-
ously proposed methods, our method does not re-
quire that the diffuse color and the specular color
are different. In order to separate the reflection
components in a robust manner, we use a con-
trolled illumination which is linearly polarized, and
we take the images of an object through a po-
larization filter. Our method is able to separate
the diffuse and specular reflection components for
each image pixel independently, and therefore, it
can be applied to objects with complicated surface

textures.



2 Reflection Mechanism

A number of reflectance models have been pro-
posed in the past by the researchers in the fields of
applied physics and computer vision. In general,‘
these models are classified into two categories: a
specular reflectance model and a diffuse reflectance
model.

A diffuse reflectance model represernts reflected
rays resulted from internal scattering inside sur-
face medium. The rays penetrate the surface and
encounter microscopic inhomogeneities in the sur-
face. The rays are repeatedly reflected and some
of the rays are re-emitted to the surface with a
variety of directions.

A specular reflectance model, on the other hand,
represents light rays reflected on the surface of
the object. The surface may be assumed to be
composed of microscopic planar elements, each
of which has its own surface orientation diffent
from the macroscopic local orientation of the sur-
face. The result is the specular reflection compo-
nent that spreads around the specular direction
and that depends on the surface roughness for the
width of the distribution.

In this paper, the Torrance-Sparrow model is
used for representing the diffuse and specular com-
ponents. '
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where 8; is the angle between the surface normal

Im = ‘ID,m Ccos 91‘ + Is,m !
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and the light source direction, 8, is the angle be-
tween the surface normal and the viewing direc-
tion, a is the angle between the surface normal
and the bisector of the light source direction and
the viewing direction, Ip  and Is,, are the scal-
ing factor for the diffuse and specular components,
and ¢ is the standard deviation of a facet slope of
the Torrance-Sparrow model.

‘In this'model, the reflections bounced bnly once
from the light source are considered. Therefore,
this model is valid only for the convex objects. So,
in this research, we use the objects for which inter-
reflection does not affect our analysis significantly.

We refer to Ip ,, as the diffuse reflection param-
eters, and Is, and o as the specular reflection
parameters.

3 Polarization

" Polarization has been used for several decades in
the remote sensing research. Wolff and Boult [4]
have prdposed an algor'ithm which analyzes linear
polarization states of highlights removal and ma-
terial classification. Boult and Wolff [5] have also
studied the classification of scene edges based on
their polaﬁzation characteristics. Recently, Saito
et al. [10] have proposed a method for measuring
surface orientation of a transparent object using
the degree of linear polarization in hlghhghts ob—
served on the ob ject.

The method presented in this paper uses two
linear polanza.tmn filters. One is placed in front of
a point light source in order:to polétiZe the light
source hnea.rly, and the other is placed in front
of a camera to capture 1mages through the linear
polanzatlon filter.

"For an ideal filter, a light wave shduld be passed
una,ttenuated when 1ts electric field is aligned with
the polanzatlon axis of the ﬁlter, and the energy is
attenuated as a tngonometnc function when the
filter is rotated.

As described in the previous section, the i 1ma.ge
brightness value taken by sensor is descnbed as:

I=T;+1, )

where 14 represents the diffuse eomponent and I,
represents the specular component.

When incident light is linearly polarized, the dif-
fuse component tends to be unpolarized due to its
internal scattering. In contrast,' the specular re-
flection component tends to remain linearly po-
larized. Therefore, the observed brightness of the
specular component can be expressed as a trigono-
metric function for polarization filter angle, and
that of the diffuse component can be expressed as
a constant. Thus the image brightness observed
through a linear polarization filter is described as:

I=I+L(1+cos26-6)  (3)



where 6 is the angle of the polarization filter and
B is the phase angle determined by the projection
of the surface normal onto the plane of the filter.

It should be noted that in the above equation I..
is not equal to the real diffuse intensity, and 2 x I,
is not equal to the real specular intensity. Both
of specular and diffuse componets are attenuated
traveling through the polarization filter and image
brightness gets darker overall the object surface.

The polarization state of reflected light depen-
dents on several factors including the material of
the reflecting surface element, and the type of re-
flection component, i.e. diffuse or specular. In
order to describe the state of polarization of the
reflected light, the Fresnel reflection coefficients
Fi(n,9) and Fj(n,) are used[4]. The Fresnel
reflection coefficients determine the polarization
of reflected light waves in the directions perpen-
dicular and parallel to the plane of incidence, re-
spectively, and determine the maximum and the
minimum intensities which are observed when the
angle 6 of the polarization filter varies. The pa-
rameter 7 is the complex index of refraction of
the surface medium and the parameter 1 is the
incidence angle. Since we use a linearly polarized
light sourceb, we can assume that the intensity of
the specular component observed through a linear
polarization filter is guaranteed to become equal
to zero at a certain angle. Hence, we obtain the
following relation between I, and specular reflec-
tion intensity:
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where I, equals the specular reflection intensity.

It is known that the diffuse component is also
polarized when the viewing angle is close to 90 de-
grees, e.g., near the occluding contour of an object.
However, the diffuse component becomes linearly
polarized only in narrow region and the degree of
polarization in the diffuse reflection component is
generally negligible. Hence, we assume that the
diffuse component is unpolarized in our analysis.

The intensity of unpolarized light is attenuated
by half when it passes a linear polarization filter.
As a result, I, and the diffuse component have a

relation as below:
1
I. = -2—1,1 (6)

where 11, is the intensity of the diffuse reflection.
Figure 1 shows the relation between the image
brightness and the angle of the polarization filter.
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Figure 1: Imge brightness plotted as a function of
the orientation of a polarization filter

4 Image Acquisition System

The experimental setup for the image acquisi-
tion system used in our experiment is illustrated
in Figure 2. An object to be modeled in this exper-
iment is placed on the rotary table. A sequence of
range images and color images are captured as the
object is rotated at a certain angle step. For each
rotation step, one range image and thirty five color
images, which are taken every five degrees polar-
ization filter rotation in front of the CCD camera,
are obtained.

A range image is obtained using a light-stripe
range finder with a liquid crystal shutter and a
color CCD video camera. Each range image pixel
represents an (X, Y, Z) location of a corresponding
point on an object surface. The same color cam-
era is used for acquiring range images and. color

images. Therefore, pixels of the range images and



the color images directly correspond. Color and
range mages are taken through a polarization fil-
ter.

The range finder is calibrated to produce a 3 x 4
projection matrix IT which represents the trans-
lation between the world coordinate system and
the image coordinate system. The location of the
rotary table is with respect to the world coordi-
nate system is calibrated before image acquisition.
Therefore, object location is uniquely determined
by the translation matrix T'.

A xeon lamp is used as a light source. The lamp
is small and placed far enough from the object
so that we can assume the lamp is a point light
source. In order to illuminate the object with lin-
early polarized light, a linear polarization filter is
placed in front of the lamp.

K Linearly polarized light

Lamp ﬁ
Polarization filter ¥

Range Sensor

cep o
Camera  Polarization filter Rotary table

Figure 2: Image acquisition system

5 Separation of Reflection Com-

ponents

In our experiments, images of a target object
are taken every five degrees filer rotation, i.e., 35
images in total. Then, the maximum intensity
Iner and the minimum intensity I.,;, are deter-
mined for every image pixel. Theoretically, only
three images are sufficient for determining I,,,.
and Inmin. However, for increasing robustness of
estimation of I;, and I,,,., we uses more images
by rotating the polarization filter.

If Imin :
threshold, we consider the pixel to contain only

— Imag for a certain pixel is less than a

Figure 3: Input image taken without a polariza-
tion filter

the diffuse component. If I;mae — Imin is larger
than a threshold value, we consider that the pixel
contains the specular component, and that I,,,,, —
Inin is equal to 27, and I;n is equal to I..

In summary, our separation technique is pro-
ceeded as follows. First, a linear polarization filter
is placed in front of the light source and camera.
Second, input images of an object are captured
for every 5 degree rotation of the polarization fil-
ter in front of the camera. Third, Imes and Inin
are determined for each pixel. If I 0z — Imin is
larger than a threshold value, we determine the
pixel contains the specular component and the in-
tensity of the specular component is obtained from
Imaz = Imin. Imin is used for determining the in-
tensity of the diffuse component.

Figure 5 and Figure 4 show an example of re-
flection component separation by using our pro-
posed method. For comparison, we show another
image which were captured without a polarization
filter. It shows that the specular and diffuse reflec-
tion components were successfully separated even
if they have the similar color.

6 Parameters Estifnation

After separating the reflection components, we
determine the reflection parameters using the sep-
arated reflection component images.



Figure 4: Separated specular component

Figure 5: Separated diffuse component

6.1 Diffuse Parameters estimation

Using the separated diffuse reflection image, we
can estimate the diffuse reflection parameters (Ip g,
Ip,g,Ip,B) without undesirable effects from the
specular reflection component. The incidence an-
gle §; can be obtained by range sensor and camera
calibration.

Figure 6 shows the estimated diffuse parameter
image. We can see the object surface color which
is not attenuated due to the incidence angle.

6.2 Specular Parameters estimation

After estimating the diffuse parameters, we also
estimate the specular parameters (Is g, Is, Isg,0)
using the angle a and the angle 6, as a known in-
formation.

As described in the Section 3, separated spec-
ular images are attenuated by a certain ratio de-

Figure 6: Estimated diffuse parameter image

termined by Fresnel reflection coefficients. But at-
tenuation ratio is constant overall highlight region,
we can correctly estimate the specular parame-
ters. More precisely, the Fresnel reflection coefli-
cients are dependent on the incidence angle. How-
ever, the Fresnel coeflicients are constant around
the incidence angle less than 30 degree, and the
specular reflection is observed only near the sur-
face normal direction in our experimental setup.
Therefore, by setting the light and camera in the
same direction, we can assume that the Fresnel
reflection coefficients are constant.

There is a significant difference between estima-
tion of the diffuse and specular reflection. Diffuse
reflection can be observed overall the object sur-
face where illuminated by a light. On the other
hand, specular reflection is observed from a lim-
ited viewing direction, and is observed over a nar-
row area of the object surface. So, we have to
select the sampling pixel carefully for specular pa-
rameters estimation. We used the same strategy
described in [11]. Figure 7 and 8 show the esti-
mated o and Is which are projected on the mesh
model.

7 Synthesize Images

Using the diffuse and specular reflection param-
eters estimated in the previous section, and the
surface mesh model of the object, we synthesized
virtual images of the object under different illu-

mination and viewing conditions. Figure 9 shows



Figure T: Specular parameter(c) image

.~ Figure 8: Specular parameter(Is) image

the comparisoh between original images and syn-
thesized images viewed from different directions.

8 Conclusion

In this paper, we proposed a new method for
separating the reflection components using polar-
ization. Unlike the previously proposed methods,
our method does not require the difference of color
between the specular reflection and diffuse reflec-
tion. So, our method can robustly separate the
reflection components even if objects have a white
texture and illumination color is white. After re-
flection components separation, we estimate the
parameters of a reflection model by using the sep-
arated reflection components. By synthesizing vir-
tual images under the arbitrary illumination and
viewing, we have shown that the reflection pa-
rameters are successively estimated from the sep-

arated reflection components.
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Figure 9: Comparison between input images and synthesized images



