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Simultaneous Tracking of Pedestrians and Vehicles by
the Spatio-Temporal Markov Random Field Model

Shunsuke KAMIJO

Masao SAKAUCHI

Institute of Industrial Science, University of Tokyo

To achieve efficient traffic flow, it is important to base control of traffic signals on observation of pedes-
trian flow as well as vehicle flow. In consideration of safety, it is also important to analyze behavioral
relationship between pedestrians and vehicles, which can be conductive to accidents at intersections.
Toward the goals of efficiency and safety, we developed a precise tracking algorithm based on the
Spatio-Temporal MRF model which is able to track both pedestrians and vehicles simultaneously
against occlusions in the images. Based on experimental results, this model was able to simultane-
ously track pedestrians and vehicles against occlusion even in very cluttered situations. Consequently,
the S-T MRF model was proven to be effective for traffic monitoring at urban intersections.

1 Related Works

Tracking algorithms have a long history in com-
puter vision research and in ITS applications. In
particular, algorithms for vehicle tracking have
been extensively investigated[9][15].

Many successful research efforts also have also
been made to create a human tracking algorithm
from sequential images. B.Li and R.Chellapa[11]
employed posterior estimation to detect re-

god

gions occupied by vehicles or faces from im-
ages. P.Kornprobst and G.Medioni[10] used ten-
sor voting for purpose of tracking. I.Haritaoglu
and M.Flickner[3] focused on the silhouette in
binary images and motion constraints for peo-
ple in a store. C.Sminchisescu and B.Triggs[13]’s
method is based on a 3D model of the human
body. In addition, Hidalgo and Salembier[4] fo-
cused on the foreground a key region in sequen-
tial images, and Izquierdo and Ghanbari[5] at-
tempted on motion-based segmentation. Those
methods did not directly address the occlusion
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problem either.

Related works
by N.Paragios and V.Ramesh[12] and by Y.Tsaig
and A.Averbuch[14] in 2001 employed the MRF
model to segment regions of moving objects such
as pedestrians or a person in front of a desk in
terms of image sequences. However, [12] did not
consider the occlusion problem. Although [14]
mentioned the occlusion problem, the method
used in the paper did not define any quantita-
tive correlations along the temporal axis, nor
did the paper describe any experimental results
against occlusions. Our Spatio-Temporal MRF
model, already proposed in 2000[6][7][8], defines
the quantitative evaluation functions of texture
and labeling correlations throughout the spatio-
temporal space. Since image sequences of mov-
ing objects necessarily have texture and labeling
correlations along the temporal axis, each block
comprising the object region is connected to its
motion vectors along the temporal axis in any
evaluation of such correlations.

2 Objectives

In order to realize safe and efficient traffic at
urban intersections, it is important to monitor
the behavioral relationship among vehicles and
pedestrians in detail. For that purpose, we have
developed the S-T MRF model in 2000[6][7][8].
Since then, the S-T MRF model has been im-
proved so as to applicable to both of flexible ob-
jects such as pedestrians and rigid objects such
as vehicles.

This S-T MRF model optimizes the motion
vector of each block and region of objects simul-
taneously, and subsequently determines segmen-
tation boundaries of moving objects from the
spatio-temporal images. Here a block consists
of a group of pixels. This S-T MRF model is
an extension of the previous 2D MRF model de-
signed to be applied to the segmentation problem
of spatio-temporal images[2]. Since its develop-
ment, the S-T MRF model has been practically
applied to vehicle tracking and found to provide
a good solution to the occlusion problem [6][7][8].

In this paper, the S-T MRF will be applied to
images from various angle at intersections such
as Figure.1l for example. Consequently, success-
ful segmentation results by the S-T MRF model
will be described; pedestrians and vehicles are
simultaneously tracked against occlusion even in
very cluttered situations.

3 Segmentation by Spatio-
Temporal MRF Model

3.1 Optimization algorithm

Figure 2: Segmentation of Spatio-Temporal Im-
ages

We defined our Spatio-Temporal Markov Ran-
dom Field model(S-T MRF)[6][7] so as to divide
an image into blocks as a group of pixels, and to
optimize the labeling of such blocks by referring
to texture and labeling correlations among them,
in combination with their motion vectors. Com-
bined with a stochastic relaxation method, our
S-T MRF optimizes object boundaries precisely,
even when serious occlusions occur.

Here, a block corresponds to a site in the S-
T MRF, and only the blocks that have differ-
ent textures from the background image are la-
beled as part of the object regions. In this pa-
per, an image consists of 640x480 pixels, and
a block is 8x8 pixels; such a distribution map
of labels for blocks is referred to as an Object-
Map. Our Spatio-Temporal MRF estimates the
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Figure 1: An Image of crosswalk at an Intersection

current Object-Map (a distribution of labels for
object regions) according to a previous Object-
Map, and previous and current images. Here are
the notations:

e G(t—1)=g,G(t) = h: An image G at time
t — 1 has a value g, and G at time t has a
value h. At each pixel, this condition is de-
scribed as G(t — 1;4,5) = g(i,5),G(t;4,5) =
h(i, 7).

e X(t—1) = z,X(t) = y: An Object-Map
X at time ¢t — 1 is estimated to have a la-
bel distribution as x, and X at time t is
estimated to have a label distribution as .
At each block, this condition is described as
Xk(t — 1) = :L‘k,Xk(t) = Yk, where k is a
block number.

e V(t —1;t) = v: A Motion-Vector-Map V
from time ¢t —1 to t is estimated with respect
to each block. At each block this condition
is described as Vi (t — 1;t) = vy, where k is
a block number.

By the S-T MRF model, we should simulta-
neously determine Object-Map X (t) = y and

Motion-Vector-Map V (¢t — 1;t) = v which should
give MAP(Maximum A posteriori Probability)
when given previous image G(t — 1) = g, cur-
rent image G(t) = h, and previous Object-Map
X(t—1)=u.

Consequently, this optimization problem re-
sults in the problem of determining the Object-
Map X (t) = y and Motion-Vector-Map V (¢t —
1;¢) = v that minimizes the following energy
function(1):

Ustmr f

+ f Y

‘Vck (t_l;t) - Vcneighbors (t_l;t) ‘Q/Nxﬁl)

Cneighbors

The first term represents neighboring corre-
lation of labeling within a Object-map, while
the second term represents neighboring corre-
lation of labeling between consecutive Object-
maps. The third term represents texture cor-
relation between consecutive images that are re-
lated by the motion vectors. Finally, the forth
term represents represents neighboring correla-
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tion of motion vectors with in a Motion-vector-
map. Concrete notations can be found in our
previous paper|[6][7].

The S-T MRF model simultaneously optimizes
segmentation boundaries and motion vectors.
The optimization process is to determine the
correct Object-Map and Motion-Vector-Map for
the current frame, given the previous image, and
the Object-Map and Motion-Vector-Map for the
previous frame and the current image. Thus,
the Object-Map X (t) = y and Motion-Vector-
Map V(t — 1;¢t) = v will be optimized simul-
taneously by considering similarities in motion
vectors among neighboring blocks and in texture
correlations between consecutive images.

A loop of the optimization process is described
as follows:

[Optimization Process]

e Step.l : Initialization of Motion-Vector-
Map V(t — 1;t) = ",

e Step.2: Initialization of Object-Map X (t) =
y°.

e Step.3 : Estimation of the energy Ugip,,
from X (t) = y* and V(¢ — 1;t) = v°.

e Step.4 : Stochastic transformation from the
current state of X (¢) = ¢, V(t — 1;¢) = v
into the next state of X(¢) = y*!, V(¢ —
1;t) = v'th

The optimization loop will be performed be-
tween Step.3 and Step.4 until X (¢) and V (t—
1;t) converges upon which will give quasi-
minimum value of Uy, r. Here, the upper
suffix /7’ represents iteration number of the

loop.
[End of Optimization Process]

In the first step, motion vectors of all blocks
are estimated by a simple block matching
method, in order to determine the initial state
of the Motion-Vector-Map V (t — 1;¢) = v". In
the second step, by referring to this estimated
Motion-Vector-Map V(t — 1;¢) = %, candi-
dates for labeling are nominated with respect to
each block as an initial state of the Object-Map
X(t) = y°. In this initialization step, a single
candidate would be nominated for each block in
a single object region, whereas more than one

candidate would be nominated for blocks around
occlusion boundaries and no candidate might be
nominated for some blocks.

In the third step, the total energy of Ugyyy s
is estimated in order to examine likelihood of
X(t) = y* and V(¢ — 1;t) = v*. Finally, in the
forth step, stochastic transition from the current
state of X (¢) = ¢, V(t — 1;t) = v* into the next
state of X (t) = ¢y, V(t — 1;¢) = v'*! will be
performed, in order to search most optimal solu-
tion of the two maps. During the optimization
loop, the solution will be searched for through-
out the phase space, which consists of a motion
vector value and a labeling number for every sin-
gle block. Consequently, after some iteration of
the loop, a state of the phase space in which the
energy function of the S-T MRF model takes ap-
proximately the minimum value will be deter-
mined.

Although the motion vectors and the labels
would have contained some errors when they
were estimated in the first step and the second
step, those should be simultaneously optimized
after such optimization loops.

3.2 Example of Optimization Result

For example, Object-Map as a tracking result
will be obtained as shown in Figure3. This result
is obtained by applying the S-T MRF model to
the image from very low-angle at merge traffic
on a expressway.

In the tracking images of Figure.3, rectangles
circumscribing vehicles overlapped each other.
However, by investigating Object-Maps, it can
be confirmed that regions of vehicles were seg-
mented correctly and that overlapped rectangles
are just a problem of visualization.

By the experiments using various vehicle traf-
fic images, the S-T MRF model has achieved
91% — 95% success rate for tracking|7].

4 Experimental Results

In this section, segmentation results are de-
scribed for various images in very different situa-
tions. Parameters were decided by trial and error

0120


研究会Temp 
－12－


Tracking Result Image
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Figure 3: Example of Tracking Result

as: a =1/2,b=1/256,c = 32/1000000, f = 1/4,
and the same parameters were used throughout
all the following experiments.

Figure.4(a)(b)(c) represent images of tracking
results against occlusion in time sequences. Im-
ages in Figure.4(a) represent a tracking sequence
against occlusion among vehicles; images in Fig-
ure.4(b) represent a tracking sequence against
occlusion among two pedestrians and a bicycle;
and images in Figure.4(c) represent a tracking
sequence against occlusion among two pedestri-
ans and a vehicle. In particular, as shown in the
frame c-4, a person who is going to ride on a
taxi can be segmented even against a serious oc-
clusion. As the results from those experiments
shown in Figure. 4, the S-T MRF model was
proven to be very effective for tracking various
kind of objects against occlusion.

Finally, Figure.5 represents a very cluttered
situation around the crosswalk where many oc-
clusions among pedestrians, a vehicle, and a bi-
cycle occurred. Even in such an extremely clut-
tered situation, the S-T MRF model was able to
segment successfully each region of pedestrians,
vehicle, and bicycle.

5 Conclusions

The Spatio-Temporal MRF model has been pro-
posed for segmentation of spatio-temporal im-
ages; which is equivalent to object tracking in se-
quential images. The S-T MRF simultaneously
optimizes segmentation boundaries and motion
vectors by referring to texture and labeling cor-
relations along the temporal axis. In this paper,
we improved the S-T MRF model; it is now a
unified model effective for tracking flexible ob-
jects such as pedestrians and rigid objects such
as vehicles against occlusions. Base on the ex-
perimental results, the S-T MRF model was able
to track pedestrians and vehicles simultaneously
against occlusion. Therefore, this method has
the potential to be very useful for acquiring in-
formation from traffic images that can be used to
achieve efficient control of traffic signals to main-
tain the safety of pedestrians and vehicle drivers.
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