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The Study of Interaction through the Development of Androids

KARL F. MAcDORMAN®t and HIROSHI ISHIGURO": 11t

The development of androids is key to exploring human activity because only very human-
like machines can elicit natural responses in people. Conversely, insights drawn from detailed
investigations of human activity are needed to build androids with humanlike behavior. We
need to establish the new field of android science owing to the interdependent relationship
between developing androids and investigating the mechanisms that support social activity.
Certain questions about human beings cannot be answered without employing androids ex-
perimentally. Androids provide the ultimate test bed for theories from the social and brain
sciences and a platform for their eventual unification.

1. Introduction 2. Observations from our androids

Androids present a vision of the future that
most people first encountered in science fiction
books, comics, or films. In Terminator they
were cold and deadly, and in A.I. Artificial In-
telligence at least one android exhibited a depth
of feeling that rivaled its human counterparts.
To develop androids that could truly mimic hu-
man beings poses challenges that far exceed the
Apollo missions to the moon. Before taking on
this challenge, it is important to consider why
it might be justified.

We define an android to be an artificial sys-
tem that has humanlike behavior and appear-
ance and is capable of sustaining natural rela-
tionships with people. While we cannot know
the potential benefits of developing androids in
advance, devices that use appearance and be-
havior to establish relationships can be used
to open and address a wide range of scientific
questions. The value of building androids as
opposed to mere humanoids is not yet widely
accepted in the robotics community. Since
the publication of The Media Equation,®? it
has become clear that human beings, having
evolved in a social context, often treat comput-
ers, robots, and other media as if they were
people. Why then do we need to build robots
that really do look and act like people? This
paper offers the beginnings of an answer.
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In our laboratory we have two androids, a
replica of a five-year-old Japanese girl (Fig. 1)
and a woman android, Andosan, with 31 de-
grees of freedom in the upper body, soon to be
extended to 41 (Fig. 3). When Andosan is just
idling (e.g., shifting posture, blinking, “look-
ing” about), we often show visitors her reactive
behaviors. Since she has been programmed to
respond to touch sensors located on her head,
shoulders, and arms, if we, for example, gently
tap her shoulder, she will turn and ask “What
is it?” in Japanese. However, if we slap her or
hit her face, she winces, pulls back, and lifts her
forearm to protect herself.

Guests typically cannot help but feel sym-
pathy for Andosan in these moments, nor can
they be enticed to treat her so rudely. This
contrasts with our demonstrations of our hu-
manoid robots’ reactions to rough handling.
People are inclined to feel far less compassion
for Robovie or Eveliee, a robot based on Mit-
subishi’s Wakamaru platform. Their “robotic”
appearance and behavior cannot elicit the same
conscious and subconscious responses that the
android does. And, indeed, children who are
inclined to mob and play roughly with Robovie
show deference and respect in Andosan’s pres-
ence. Those of us who are developing Andosan
are more willing to treat her as a mechanism
just as surgeons can treat a person as a body.
But people from outside our project are inclined
to treat her as if she were a person, although
they must surely know that she is not.

These examples show that to facilitate the
most natural and humanlike interaction, we
must build androids. Since most of our re-
sponses are nonconscious and inaccessible to
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Fig.1 The android Repliee R1 is a replica of a five-year-old Japanese girl.
Her arms, neck, head, eyes, and eyelids are powered by DC motors
fixed inside the robot. Her skin is made of silicone. In the photograph
on the left, the android’s skin, hair, and padding have been removed.

introspection, simply “knowing” what a robot
can do is not enough. The android form im-
mediately tells us what the robot affords'®) —
or ought to! — and in a way that a merely hu-
manoid form cannot. The fact that Andosan
looks and is beginning to act like a capable
Japanese woman sets off all kinds of culturally-
dependent expectations and responses. Thus,
owing to her unique ability to support natural
communication, we believe Andosan and an-
droids like her constitute a new — but highly
familiar — kind of information medium. They
can provide a quality of interaction in our daily
lives of which ordinary computers — or even hu-
manoid robots — are incapable. Therefore, we
see androids one day filling many human roles,
such as a guide at a train station or a friend
and tutor in an elementary school, which only
people have previously been able to perform in
a humanlike way.

We would like to emphasize the importance
of integrating androids with other new media,
such as the Internet, the cellular phone net-
work, the global positioning system, and bio-
metric and identification tagging systems. For
example, in our laboratory we have developed a
sensor network that integrates data from hun-
dreds of floor sensors, infrared detectors, mi-
crophones, and omnidirectional cameras. This
information infrastructure provides a robust
means of supporting the activities of androids
in our office.

It is well known that the early pioneers of Al
believed the essence of intelligence to be found
in such abstract tasks as proving theorems or
playing chess. However, the past fifty years
have taught us that the sensorimotor domain
is more challenging. Our ancestors spent vastly
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more time evolving sensorimotor systems that
could link with the environment robustly than
on developing the so-called higher competencies
of language and abstract reason 3) 4). Com-
puter vision approaches that enable a robot to
find its bearing and detect individuals and ob-
jects still break down outside the laboratory in
what is the whirly burly of human existence.
Therefore, a sensor rich environment may be
key for androids to achieve a high level of per-
formance in practical situations like a crowded
shopping mall or cinema. This kind of environ-
ment could finesse problems that Mother Na-
ture had more time to solve “on board.”

As mentioned earlier, certain lines of scien-
tific inquiry can only be achieved with androids.
One example is how appearance and behav-
ior interrelate in forming a subject’s perception
of human presence®”) (Fig. 2). By employing
robots with varying degrees of human likeness
and behavior, we can evaluate how these factors
influence subjects’ experiences and responses
— both by questionnaires and other subjective
means of evaluation®®) and through objective
measures (such as the distribution of eye fix-
ations as tracked with an Eyemark Recorder).
Mori?® predicted that people might be fright-
ened of machines that appeared too lifelike or
find them unsettling inasmuch as they resem-
ble corpses or zombies. This he refers to as an
uncanny valley. However, what we have dis-
covered is that a humanlike appearance elicits
the expectation of humanlike behavior. If the
android’s behavior matches its appearance, the
uncanny valley disappears. These effects are
also age dependent. A one year old is untrou-
bled by the child replica, even when its behavior
is robot-like. Yet a normal three year old will
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find this combination of appearance and behav-
ior unnerving.

3. A constructivist approach to under-
standing social mechanisms

Androids can help us do much more than just
discover how people relate to different kinds of
machines. Owing to their resemblance to hu-
mans, android research has the potential to con-
tribute to an understanding of human behav-
ior and the roles our brains and bodies play
in supporting it. While neuroscience typically
takes a bottom-up approach to studying brains
by analyzing them into parts and accumulat-
ing knowledge about each part and its interre-
lations (e.g., the hippocampus or cerebellum),
simulating human behavior in androids pro-
vides a top-down, synthetic methodology for
positing and testing behavior-generating mech-
anisms at a functionally more abstract level.
Approaches that examine theories of neural
function by evaluating the behavior they gen-
erate when embedded in a humanoid robot 35)
can be extended to androids. This is useful
because of their unique potential for exploring
mechanisms that support humanlike communi-
cation among people.

We have proposed a constructivist approach
to developing and analyzing cognitive mod-
els whereby models are implemented in hu-
manoids, their faults are diagnosed, and then
the models are improved and reimplemented
1). This process iterates repeatedly. The To-
tal Turing Test provides the ultimate method of
evaluating models because a judge would have
to find an android’s appearance, behavior and,
in some forms of the test, even its internal work-
ings to be indistinguishable from a person’s 16)
18) 19) 20) 21). Turing’s original imitation
game was devised to evaluate the intelligence
of computers under the assumption that men-
tal capacities could be abstracted from embod-
iment 36). This begs many questions about
the nature of mental capacities and how inter-
nal representations are to be grounded in ex-
ternal states of affairs 17) 23) 24). The Total
Turing Test acknowledges that we have good
cause to build androids (or what Turing conde-
scendingly refers to as “people suits”) because
embodiment has proven to be essential to be-
ing human. While as a test of intelligence all
versions of the imitation game may be flawed
11) 12), a modified Total Turing Test could be
used to compare how true-to-life responses con-
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strained by different cognitive models are 7).
We have previously referred to this as a com-
munion game. It not only provides a means
of scrutinizing models within a research project
and finding alternatives but of comparing the
results from different research teams.

Androids not only provide the ultimate test
bed for evaluating cognitive and behavioral the-
ories but a platform for their eventual unifica-
tion. Since androids require us to confront is-
sues surrounding both mechanism and behav-
ior, we can no longer view cognition as solely
a property of brains, to be understood at a
micro-structural level, nor as socially-definable
and separable from biomechanical or sensorimo-
tor constraints. In other words, androids have
the potential for helping researchers to bridge
the gap between cognitive neuroscience and the
behavioral sciences, leading to a new way of
understanding individuals that differs from our
current understandings in the social and life sci-
ences. Thus, we hope to find principles under-
lying the relationship between brains and social
activity that will apply equally well to androids
and Homo sapiens.

A possible framework for these principles has
been developing with the common theme of
distributed cognition®, which has roots in the
philosophy of Dennett 8) 9) 31): “Biological
systems of the H. sapiens variety turn them-
selves into people — socially embedded teleolog-
ical selves with narrated biographies in terms
of these very beliefs and desires — by taking
the intentional stance toward themselves. They
can do this thanks to the existence, out in the
environment, of public languages that anchor
their interpretations to relatively consistent and
socially enforced rules of continuity.... [T]hey
are incentivized to narrate themselves as coher-
ent and relatively predictable characters, and
to care deeply about the dramatic trajectories
of these characters they become... [People] are
partly constituted out of their social environ-
ments, both in the networks of expectations
that give identity to them as people, and in the
fact that the meanings of their own thoughts
are substantially controlled by semantic sys-
tems that are collective rather than individual.
They are thus not identical to their nervous sys-
tems, which are indeed constituted internally.”
33)

These ideas illustrate why the development of
androids is beyond the scope of mere engineer-
ing: To make the android humanlike, we must
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Fig.2 Mori 28) noticed that, the more humanlike a robot is, the more famil-
iar it seems, until it reaches a level of likeness at which subtle imperfec-
tions in appearance and behavior make it repulsive. In a study of gaze
behavior, we have attempted to isolate the effects of appearance from
those of behavior 27). We hypothesize that (1) the uncanny valley in
our evaluation of a robot’s interaction depends mainly on its appear-
ance but that, (2) when appearance and behavior are well-matched
in their degree of human-likeness, there is a synergy effect 14). A
synthesis of the two hypothesis may imply that a robot’s unsettling
appearance could be mitigated, if its behavior were very humanlike.

investigate human activity, and to evaluate the-
ories of human activity accurately, we need to
implement them in an android. This would
appear to call for a new field of inquiry that
integrates the constructivist approach from
robotics with the empirical methodologies of
the social sciences.

4. Potential pitfalls

Roboticists are generally trained in engineer-
ing or computer science; however, most of us
are amateurs at studying behavior, whether it
be human or robotic. I refer not only to the
methodological issues of coding and statistical
controls, but also broader issues about what to
look for, what is known in the literature, and so
on. Thus, training in the social sciences, or at
least collaboration with social scientists, should
be brought to bear on the development of an-

droids.

Unfortunately, social scientists do not typi-
cally study social mechanisms that we can im-
plement. For example, a common theory in psy-
chology claims that a cold climate is a mecha-
nism that stimulates eye contact. It is derived
from the inverse correlation between mean tem-
peratures and levels of eye contact in various
cultures. Even if we set aside the fact that cor-
relation is not causation, obviously this sort of
“mechanism” is of little or no use in controlling
an android. Social scientists often do not even
address questions concerning how a social phe-
nomenon functions. Grahe and Bernieri 15),
for example, examine the relative importance of
auditory, visual, and text-based information in
making accurate judgments about rapport be-
tween third parties. Rapport denotes a sense of
mutual trust, harmony, sympathy, and friendli-
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Fig.3 We would like Andosan, formally referred to as Repliee Q1, to learn re-
sponses in everyday situations. This involves implementing a mimesis
loop. Andosan is seated between two people taking tea. The android
recognizes the body parts of others and maps them onto its own body.
(This is presently accomplished with the aid of a motion capture sys-
tem.) Open and closed-curve NLPCA neural networks recognize the
motion patters of self and others and generate motion patterns 26)
25). Dynamics are added to compensate for unexpected perturba-
tions. Thus, the android recognizes the behavior of others because it
has grounded it in terms of its own body.

ness, which our social robots are meant to en-
gender 22). Although the study demonstrates
the relative importance of visual cues, it does
not explain how they function as signs of rap-
port. There are, however, notable exceptions
such as Bechinie and Grammer’s system for in-
ferring personality from dance 2). His system
models, at least implicitly, the relationship be-
tween predispositions and perceived behavior.
Mechanisms that attempt to explain how
“brains make behavior” are especially risky in
the neurosciences because there are far more
ways of being provably wrong about brain func-
tion than there are of being right.” Church-
land 5) notes that too few neuroscientists are
willing to take these risks, citing Pelionz and
Llinias 30) as exceptions for proposing a tensor
theory of the cerebellum, which was initially

Y In many cases, however, behavior is not “made by
brains” but may arise as people respond to each
other while exploiting how their activity is orches-
trated.
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met with strong criticism. Nevertheless, we
must posit mechanisms with the understand-
ing that neural verisimilitude is not yet feasi-
ble with present day computers. To attempt
to simulate on one (or even many) Von Neu-
mann machine the local and parallel computa-
tions of whole brains, which are composed of a
massive number of highly interconnected com-
puting elements, would lead to a computational
bottleneck more severe than the well known
Turing tar pit. In addition, a focus on the
brain may give a skewed understanding of cog-
nition, which involves social and cultural pro-
cesses that are active in the relations between
individuals. Therefore, roboticists need to use
the empirical methodologies of social scientists
to help them posit and evaluate social mecha-
nisms that need not be reduced to brain states.

Theories from the social sciences, however,
often have other limitations. One difficulty is
that they tend to be descriptive — that is, based
on descriptions of behavior made in human lan-
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guages — rather than being explanatory in the
sense of lending themselves to android imple-
mentation. The historical mistake of artificial
intelligence is to confound these descriptions,
and especially descriptions from our folk psy-
chology, with the mechanisms that enable per-
sons to orient toward them — and to try to en-
code these descriptions in symbol systems that
encode their posited roles in making inferences
29) 17) 23).

Similar difficulties occur in procedural (as op-
posed to deductive) symbol systems, which in-
volve planning and selecting actions 10). Al-
though we may conceive of human activity in
terms of how culturally-mediated forms (e.g.,
language) have biased our categorical percep-
tions, to reify categories of perceived action
and abstract them from sensorimotor relations
is suspect 24). If we could subtract easily la-
beled or consciously recognizable actions from
behavior, this would leave a tremendous residue
of unlabeled or only subconsciously recognized
activity. The idea that we can implement the
fullness of human activity by decomposing it
into a priori action-categories may be mistaken.
Arguably, there are no actions, only action. Ac-
tion is the result of interactions among dynamic
systems and occurs because of a closed circuit
of recognition and response at many spatial and
temporal scales. The brain implements numer-
ous kinds of constraints on action, but the ac-
tions we imagine ourselves to be performing are
in some sense illusory — the outcome our own
categorization and language processes or, to put
it another way, taking an intentional stance to
ourselves.

Fortunately, the embodiment of social and
cognitive theories in interactive robots sets a
much higher bar than text-based AI systems
for theory evaluation. Theories that reify de-
scriptions that rely on a human interpreter
for their grounding cannot be implemented in
autonomous systems 23). The demands of
coherently integrating responses cross-modally
and coping with open, socially complex en-
vironments limit the applicability of descrip-
tive theories. Androids will be confronted with
circumstances that exhibit complex closely-
coordinated social dynamics, where stable pat-
terns emerge at various spatial and temporal
scales, and expectations depend in part on a
histories of interaction that are unique to in-
dividual relationships. It is out of these so-
cial circumstances that androids must construct
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themselves as social beings just as human be-
ings have constructed themselves into people.

5. Conclusion

In sum, since the development of androids
and the investigation of the mechanisms un-
derlying social activity are mutually depen-
dent, we need to found a new, cross-disciplinary
field that we have dubbed android science.
Only a humanlike appearance and behavior can
elicit humanlike communication. Our research
should maintain its unique character and fo-
cus while integrating insights from cognitive
and brain science, the social and behavioral
sciences, robotics, sensor information process-
ing, material science, mechanical and control
engineering, and artificial intelligence. We can
never deeply understand human beings with-
out building androids, and we cannot build an-
droids without deepening our understanding of
what it means to be human.
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