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Implementation of learning ability of human motion skillsby watching

INn humanoid robots

Kiyoshi HOSHINO
Univerdty of Tsukuba/ Jepan Sdence & Technology Agency  1-1-1 Tennodai, Tsukuba, 1baraki 305-8573, Jgpan

Abgract To implement learning ability of human motion skills by watching, some problems a least should be solved as
falows: Firdly, human hand posture etimation needs to be accomplished with high accuracy and high-peed processing.
Secondly, dgorithms to trandate the estimated information into robot's own motor commands are necessary, where there are
differences of, for example, dynamics, structures, and numbers of degree of freedom between humans as actors and teechersand
robots as observers. Thirdly, ability to understand what isthe god of the motion should be implemented, then, the robot needsto
know which trgectory should be selected, and how and when the force should be controlled. In this paper, the author introduces
some results on robot's “learning by watching” project obtained recently, focusing mainly on human hand posture estimation
systems and humanoid robot hands which can stably pinch at thefingertips.

1. Introduction

High-grade and complicated motions and information
processng have come to be required of the robots,
however, with the conventiond level of engineering and
technology, it was necessary for the user or designer to
give consecutive and detalled ingructions for motions to
the robots. It is desrable for the robot itsdf to become
cgpable of autometicaly acquiring and generating motions
to be peformed, by observing humaen actions. It is
necessaxry in the firgt place to redize an imitating function
of the “motions of hand and fingers’ which are the mogt
complicated of al human mations. To that purposs, it is

essantia thet the three-dimengiond shape of human hands
and fingers can be edimated rapidy and with high
accurecy.

A human hand, which has a multi-joint structure and
a lage degree of freedom, changes its shape in a
complicated way. Moreover, snce sdf-ocdusons are
produced in the hand due to its own pam or fingers, it was
vay difficult to etimae the shgpe No satisfactory
atificid system has yet been redized, in respect of both
edimation accuracy and processing speed. In the pad, a
vaiety of attempts have been made, with aview to solving
problems such as complexity of shgpe or sdf-ocdusion in
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the edimaion of hand posture For example
three-dimensiona shepe of hand was estimate by using a
multi-camera and a st of smdl cubes cdled voxds [1].
However, no red-time processing is achieved, because it
takes much time for the Smulation of the modd. Ancther
group [2] redized red-time processng, but it required
cdculaions of distance by a plurd number of computers
and infrared cameras. The hand shape was dso estimated
by usng monocular camera in the group. However,
because they peform maiching processng by utilizing
foresighted information about the object and that the
protruding area on the image is a finger tip, the range of
goplication is rather limited. Thereis dso astudy mede in
an atempt to estimate the hand shgpe, from the covered
areaof athree-dimensiond shape modd congructed insde
the computer and the Sllhouette of theimage [3]. However,
a problem is tha it takes much time for the processing,
because of the difficulty of measures to be taken for
adgptation to the complexity of shape and self-occlusion. A
technical festure common to these series of dudiesis the
processing for matching ether a hand and finger modd or
amodd of feature points condructed in advance in the
computer with the human hand in the input image. In the
matching processing, however, it ssems difficult to achieve
auffident accuracy and processing speed, in the estimation
of hand shape complicated in shgpe and having a lot of
sdf-occluded aress.

Key angleinformation Key CG hand
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Fg.l Interpolaion of articular angle dataand CG images
of hand.

Interpolation of
aticular angle
Interpolation of CG images

pu

On the ather hand, various types of robot hands have
been developed [4]-[6] aiming & redlization of cooperaive
and coexigence with men. One of important functions
expected of ahumanoid robot hand is a function of gently
picking up something smdll, thin or fragile However,
putting this function into practice is more difficult than
putting into practice the power-graoing function, and is
ddayed, because of exigence of the following two
problems: You have to accept to sacrifice the degree of
freedom of motion due to the Sze and shgpe, and smdl
motors for ddicate control of fingertip may deteriorate the
force control or increesefrictionloss

For those reasons, in the present study, the author
firdly introduces a system which performs estimation of
shape by goring hand and finger images of as many
different shgpes as possible in advance in a database and
searching Smilar images quickly and with high accuracy,
agang input image of hand shepe to be estimated,
regardess if the object shgpe is complicated or not and if
there exigts any sdf-occdusion or not. And then, the author
proposes a proper and new mechanism of humanoid robot
hands, by dlowing to add some mationd functions
redizable only with a machine, without destroying the
generd harmony asaform of humanoid robot.

2. Hand pogture esimation sysem
2.1 Database

In the firg place, the author conducted messurement
of aticular angle data (hereinafter referred to as“key angle

Y
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Fg.2 Examplesof interpolated CG imeagesof hand.
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data’). In the presant study, the author determined articular
angle a 24 points per hand in the form of ailer angle, by
usng data glove (cyberglove, Virtuad Technologies). For
the articular data in the shgpe of hand which reguires a
high detecting accuracy especidly in the seerch for Smilar
images, the measurement was made in a somewhat large
number. And, we generated CG images of hand, based on
the key aticular angle data. CG editing software Poser 5
(Curious Lé&bs Incorporated) was used, for the generation
of images

Sacondly, from two key angle data, we interpolated a
plurdity of articular angle datain optiond proportions. The
interpolation of articular isalinear interpolation. Moreover,
we a0 generated corresponding CG images of hand,
based on the interpolated data: This operaion makes it
possible for the experimenter equipped with data glove to
obtain CG images of hand in various shapes, with desired
fineness, without taking the trouble of measuring the hand
in al shapes. Fig.1 indicates a schematic chart of
interpolation of articular angle dataand CG images of hand.
Furthermore, Fig.2 shows an example of interpolated CG
images of hand. This figure represents an example of a
cae where aticular angle was meesured & 3 different

7‘< Curvature of the coxa position of four
- >fingersother than thumb

Way of protrusion of the coxa of thumb

Differencein reference

\%‘! 1l Way of opening

/ Way of warping

Fg.3 Examplesof differencesamong individuads

points in time of actions changing from “guh (rock)”
to‘choki  (scissor)” in “janken  (rock-scissors-paper
game)”, and direct generation of CG and generation of CG
by interpolaion were made from adjoining 2 data. In both
figures, the 3 images surround by a sgueare represent the
former, and the others show the ltter.

Thirdy, we added data on differences among
individuds. A wide varigy of data are required for a
database intended for searching Smilar images, because of
exigence of differences among individuas as shown in
Fg.3. For example, in the hand shape “guh” of “janken”, a
great difference among individudsis liable to gppear in (1)
the curvature of the coxa position of the four fingers other
than the thumb, and (2) theway of protrusion of the thumb
coxa. Moreover, differences are lidble to appear in (3) the
way of opening of the index and the middle finger, and (4)
the standing angle of the reference finger in the “choki”
shape, but in (5) the way of opening, and (6) the way of
warping, etc. of the thumb, in the “pah (paper)” shape. To
express such differences among individuds in the form of
CG hand, dl you have to do isto adjust the parameters of
the length of finger bone and the movable articular angle
and, for that reason, we generated CG images of hand
having differences among individuds on the besis of
aticular angle data obtained by the procedure described
above. Fig.4 indicates an example of additiona generation
of CG hand in different shapes. In the figure, the X axis
shows CG hands disposed in the order garting from those
with larger projection of thumb coxa, while the Y axis
presents from those with larger curvature formed by the
coxaof thefour fingers other than the thumb, respectively.

[

"‘—»

- Way of protruson of the

' thumb

Fig. 4 BExamples of supplemented data of differences
among individuas.

- Curvaure of
the coxa of
four fingers
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By the procedure of the seps 1 to 3, we generated a
totd number of 15,000 CG hand imageswith this system.

In the fourth place, we cdculated the amount of
characteridtics of the repective CG hands prepared. Firg,
the respective CG hands were converted into images with
3 different kinds of resolution. Namely, 3 different kinds of
image which are an image in which one picture dement
represents a single pixd (origind image), an image in
which one picture element represents 4 pixds (verticd) x 4
pixes (horizontd), and an image in which one picture

dement represents 8 pixds (vertica) x 8 pixds (horizontd).

Next, after turning the images into black and white images
with binary operation, we determined the center of the
hand in the respective CG images.

1180
X, =— Xow
g k ; i*2 (1)
119
Yg = EZ Yivz
=

Here, X, Y, ae coordinaes of gravity center in the
direction of X axis and the direction of Y axis x;, y;ae X,
Y coordinates of white pixels, and k isthe number of white
pixels In this sysem, we made a sngle processing per 4
pixes (2 pixdsin vertica direction x 2 pixesin horizonta
direction), to reduce the processing load. And, we split the
respective CG hand images into 8 x 8 sections, based on
the center point obtained. At present, one picture is
condtituted with 320 x 240 pixels Lagtly, we cdculaed the
high-order local autocorrdaiond patern & each levd of
resolution and for each olit image Highrorder locd
autocorreldiond function is defined as the fallowing
formula

X" (ay,8,,-,8y) = @
O gﬁf(r)f(r +a,)-- f(r +a,)dr

Here, X" is the corrdationd function near the paint r in
dmenson N, (&, & -, a) is the direction of
displacement, f(r) is the brightness vdue a the pixd
pastion r, and N is the dimension number (N = 2 in the
present study). Except for equivdent paterns due to
padld shifting, the high-order locad autocorreationd
paterns can be expressed in 25 different kinds [7].
However, snce the patterns M1 to M5 become smdler in
vdue compared with other paterns we squared the
number of pixels a the reference point for M1, and further
multiplied it with the number of pixds a the reference
point for M2 to M25. Fndly, we normdized the

concentration values of M2 to M25, by dividing them with
the concentration value of M 1.

In the fifth place, we reduced the amount of
characterigics Namely, by the above-described procedure,
the totd number of the amount of characteristics comesto
4,800 dimensions per CG image (= resolution 3 x it
pictures 64 x high-order local autocorrdationd petterns 25),
and this number of dimensions is too large for searching
CG images smilar to an unknown image input a high
peed. Therefore, we atempted to reduce the amount of
characteridics, by using principa component andyss, as

shown by thefollowing formula:
div pnum 25

ka = Z ZZ aklrmxplnn[ (3)
I=1 m=1n=1

Here, Z,,, isthemarks of principal component of the detap
in the k-th principa component, Xgm, is the n-th amount
of characterigtics in the m-th picture of the first resolution
of the data p, a4 i the factor loading of the n-th amount
of characteridics in the m-th picture of the firgt resolution
of the k-th principd component, div is the number of
resolutions, and pnum isthe number of split pictures.

Next, we cdculated the contribution retio of the
respective principal components. Here, contribution retio is
a codfficient which expresses to what extent the respective
principa components explain the origind informetion, and
can be expressad asthefollowing formula:

div pnum 25

C=Y.0 by /(div* pnum*25) @

1=1 m=1n=1
Here, C is the contribution ratio of the k-th principa
component, and by, is the corrdaiond coefficient of the

FHg5 Anexampleof resultsof estimation.
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marks of principal component Zy, and Xgm, and they are
defined as shown by the following formula

B = B/ A ©)

Here, aym is the factor loading of the n-th amount of
characteridics in the m-th picture of the firgt resolution of
the k-th principa component, and A is the characterigtic
vaue of the k-th largest corrdationd matrix. Lagtly, we
determined the number of principa components based on
the cumulative contribution retio. The following relational
equation is established for the contribution retio C7 - ¢2
C3 Ck G+l Cdiv-pnunt25 . In the
present study, we determined the number of principd
components usad for reduction of the amount of
characterigtics, with acumuldtive contribution ratio of 95%
or o astarget.

" oo ®
In this sysem, we decided to use the firg principa
component to the tenth principa component with which a
cumulative contribution ratio of 97% is obtained.

In the dixth place, a table was prepared in which dl
the data are rearranged according to the magnitude of the
maks of princpd componet, for each principd
component from the first principa component to the tenth
principa component. This makes it possble to perform
collation of an input unknown image with CG images
having Smilar anounts of characterigtics

In the seventh place, we determined in advance the
number of objects to be searched in limited areq, for
efficent search of amilar images. To be concrete, we
sdected data having the marks of principa component Zy,,
dther the same with the unknown image or dosest to it in
the respective principd components, and the data before
and after the number corresponding to the contribution
ratio of the respective principad components, as object of
search. The number of candidates of the respective
principa components is as shown by the following

YR E.

formula

U]

- * /]p
dc, =Cc* 45—

>
i=1

Here, dc, is an esimated number of candidates of the p-th
principa component (p = 1, 2, -—, 10), and Cc isthe um
of the estimated candidates, which isanumber determined
inadvance. Inthis sysem, Cc was et for Cc = 300. Ap/ZAi
is the contribution ratio of the component p anong 10
principa components.

2.2 Search of dmilar images

Frgly, the motions of a human hand placed in front
of the background screen are photographed with a single
unit of monochrome high-speed camera (Megaplus,
ES310/T). The sampling frequency was st for ether 60
fps or 125 fps No paticular trestment was made for
removing the background imaege, because a unicolor
screenin black or white was used for the background.

Secondly, cdculaion is made of the amount of
characteridics of theinput image. In thefirst place, images
of hand varied in 3 different levels of resolution are
generdted. They are animagein which one picture dement
represents a single pixd (origind image), an image in
which one picture element represents 4 pixds (verticd) x 4
pixes (horizontd), and an image in which one picture
dement represents 8 pixds (verticd) x 8 pixds (horizontd).
In the case where the shgpe of hand is comparatively
smple as when the pam faces the front dde, etc, the
extraction of characteridtics becomes eeser with a lower
leve of resolution. On the contrary, we may inginctively
foresae that it will become difficult to estimate the way of
bending of the regpective fingers if the resolution is
lowered, in the case where the hand faces a diagond
direction with turning of thewrig.

Next, in the same way as a the time of condruction
determine the center point of the hand according to the
formula (1). And, split the input image into 8 x 8 sections

Fg.6 Examplesof behaviour of human hand and estimated joint angles.
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of database, after giving a hinary expresson to theimage,
onthe basis of the center point obtained. Although different
ways of litting were attempted (without splitting,
Fplitting into 2 x 2 sections, 4 x 4 sections, 8 x 8 sections,
16 x 16 sections, 32 x 32 sections) in the prdiminary tests
regarding splitting, it has dready been confirmed that, in
smadl splitting into 16 x 16 sections or over, the accuracy of
search does not make any marked improvement even with
anincreasein theamount of cheracteridtics.

Lagly, cdculae the high-order locd auto-
corrdationd pattern at each leve of resolution and for each
splitimage, according to theformula(2).

In the third place, cdculate the marks of principa
component for each principa component, according to the
formula(3). Here, p = 1 gppliesin the case of input imege.

In the fourth place, collate with the databese, and
sect candidate CG images of hand. Here, the number of
candidates of the respective principd components is
determined in advance according to the formula (8).
Therefore, the data having the dosest marks of principa
component Z,, in the respective principa components and
anumber of candidate CG images of hand corresponding
to the contribution retio of the respective principd
components are Hected.

Next, cdculate the degree of dmilaity, by the
falowing formula, between the input image and the
candidate CG imeges

10
E = (f,(x) = f,(x)? ®

i=1
Here, fi(X) is the marks of principa component of the first
principd component cadculated from the amount of
characteridics, x; is the amount of characteristics by
high-order locd autocorrdationa function of the candidate
r, and x; isthe amount of characterigtics by high-order locd
autocorrdaiond function a the hour t. This equaion
means that the andler the vdue of Eudidean disance E;
the higher the similitude between the two images. Daa p
which minimizes E; was s2t as the image to be searched,
and the articular angle data possessed by the data p wae
taken asedimated angle.

Ladly, remove arors in the rexults of search,
according to the formula given bdow. Namdy, if the
results of search at the hour t and the hour t-1 are found in
the range of dlowable aticular angles, the search a the
timet is terminated. On the contrary, in case an aticular
angle gretly different from thet of thetimet-1 is sdlected,

et another candidate with the seocond smdlest
Eudidean disance E, and cdculae to see if it isin the
dlowablerangeor not.

24
A, = Z (angi(l) - angi(tfl))z ©
=

Here, A, isan dlowable vaue, i isthejoint number of deta
glove (i = 24 in the present study), and angy, is the i-th
aticular angleat thetimet.

23 Experiments

To dudy effectiveness of this system, the author
conducted search of smilar CG images on moving images
of human hand motions, By usng a monochrome
high-gpeed camera, the tester fredy moved his hand
fingersin front of awhite screen, in the sate in which his
right palm facesthe front side, but limited hiswrist dewing
motions. Fg.5 indicates an output image during the test
captured on the screen, as example of estimated result. Of
the 4 windows in the drawing, the window & the top left
shows the captured image, the top right window showsthe
image forming the subject of seerch at the current time, the
bottom Ieft is the CG image as result of search, and the
bottom right is the monitored picture The sampling
frequency of the high-speed camera is 125 fps. From this
drawing, you can see that a processing oeed of
goproximately 30 fpsis obtained, even in the case wherea
persond computer of comparatively low functions having
a dock frequency of CPU of 1 GHz (Pentium 11, main
memory 256 MB) is used. In the case where a persond
computer of comparatively high functions (Pentium IV 2.8
GHz, main memory 1 GB) is used, the processing spesd
improved to 40 to 50 fps. In addition, by comparing the
hand shape of the image forming the subject of search at
the top right with thet of theimage asresult of seerch at the
bottom left, we can indinctively understand that Smilar
images are searched with afairly good accuracy.

o

Angle [degred] ,g
~ g

0 100 150
Frame

Fg.7 Edimaed accuracy of aticular angle.
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A wesk point of this system isthat there is no way to
quantitatively evaluate the seerching accuracy of theresults
in ther origind form. For thet resson, to turn the articular
angle of the hand fingers input as unknown image into a
known value, the tester moved his hand fingersin front of
ablack screen, by wearing athin white glove over the data
glove. This enables to quantitatively study the difference
between the two, because the CG images of hand are
generated essentidly from the data glove angle datain the
databese, and that the unknown image handled in the
experiment in section 3.2 dso hasangle deta

Fg.6 indicates examples of behaviour of human hand
and egtimated joint angles superimposed with CG frame
works. Fig.7 indicates an example in which articular angle
data obtained with data glove and aticular angle data
possessad by the CG images of hand estimated from the
image of its motions are drawn one upon another. The
drawing shows, from top to bottom, the middle finger, the
index and the thumb. It can be read quantitatively thet
edimation of hand shape is made with high accuracy with
eachfinger.

By the way, with this method, a CG image of ashape
mog dmilar to the human hand shown on the unknown
input image is sdected. As described ealier, the CG
images of hand sored in the database are prepared from
articular angle information measured by dataglove. Onthe
other hand, the authors dready reported, on the
technologies of “robot hand mechanism cgpable of
generating skillful motions’ and “controlling robot hand
from aticular angle information of daa glove’ [§].
Therefore, a the point in time when the most smilar CG
hand is sdlected from the database, it becomes possible to
contral arobot hand in the same shepe as that of a human
hand without hardly any delay.

Fig.8 Steblepinching of the object.

Fg.9 Twidingof thethumb.

3. Humanoid rabot hand
3.1 Mechanism of DIPjoint

The mechanism of PIP (middle joint of finger) and
MP (base joint of finger) require a large torque capacity
because of a large mass of the finger mechaniam to be
supported. But there is a limit to the resolution of the
produced torque, as generd characteridic of a drive
mechanism, and it is rather difficult to generate for the
drive mechanism of PIP and MP to stably produce a fine
fingertip force. On the other hand, the mechanism of DIP
joint, which supports only asmdl and light mass, requires
a gndl torque capacity, and can therefore produce a fine
fingertip force comparatively eesly. It dso hes an
advantage that the transmisson loss of force from the
mechanism of DIPto the fingertip is zero, and istherefore
an optimal mechanism to be provided with a function of
producing afinefingertip force.

In the present study, the author proposes, as a new
system different from the conventiona one, a system not
imposing the function of srongly grasping an object on the
DIP mechaniam but expecting only production of a fine
fingertip force required for ddicady pinching an object.
To be concrete, we add asmdl DIP-drive mechaniam built
up by giving priority to posshility of incorporation
between DIP and PIP joints, and redize independent
motionsand fine control of fingertip force of the DIPjoint.

A new grasping method of this robot hand will be
explained below. To put it briefly, this method conggts in
trangmitting a powerful gragping force to the object a
portions on PIP and MP joints, and trangmitting only a
wesk holding force to the object a the fingertip. For that
purpose, provide a sufficient margin in the direction in
which the fingertip moves away from the object in the
movable range of DIP At the same time, the author

Fig. 10 Writing characters with pen.
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arrange the shape of the ingde portion of PIP and MIP
jointsto fadilitate their contact with the object.

The main advances of this new method are the
fallowing: Asthe acting point of the gragping force moves
from the fingertip to portions on PIP and MP joints, it
becomes possible for the mechaniam of PIP and MP to
generate a stronger gragping force with the same torque.
Since aflexible fingertip force by DIP joint mechanism is
added to this grasping force, a dip-free hold becomes
easer. Moreover, because the movable range of rotation of
DIP is widened herg, it dso provides an effect of gably
pinching the object by putting the finger cushion widdy in
contact with the object, asshownin Fg. 8.

3.2 Twiging mechanism in thumb

When thetip of the thumb and the tip of cther fingers
being touch each other face to face in the human hand, the
contact portion between the two is the cushion a fingertip
on the thumb, but it is often a pogtion off the fingertip
cushion on the part of other fingers. This phenomenon is
produced because the thumb does not have any twigting
function. A human being hes soft skin and flesh a the
fingertip and a high contral performance of motion and
force a the respective fingertips, and can thereforeredizea
gtable pinching function even if the thumb and the finger
do not face each other exactly @ the cushion part. However,
a generd robot hand has only a much lower control
performance of motion and force compared with a human
being, as metioned before DIP joint mechanism
introduced previoudy to solve this problem demondratesa
force control function in one direction only. To fully utilize
this cgpadity, it isdesrable that the fingertip force produced
by DIPjoint mechanism at the tip of the two finger groups
face each other judly, namdy the two fingertips oppose
eech other exactly a the cushion. For that resson, the
author adds a twidting function of the thumb, which does
not exig on the human thumb, to redize the degree of
freedom of motion necessary for stable grasping, as shown
inFg. 9.

33 Experiments

The expeaiment was caried out to confirmed the
force control characteristics of thejoint of thefingertip. The
methods were as fallows: the sin curve for the postion
control was given to the motor which linkingly drives the
base and middle joints, which forces the fingertip to the

mount. Simultaneoudy, the force contral of the joint of the
tip was caried out so thet it may not excead the limit of
contact force between mount and fingertip. The film force
sensor was attached on the mount, and the contact force at
the fingertip was measured.

The reslts of gengaing force and angle
displacement of the fingertip joint &t the limitations of 90gf
and 140gf respectively showed that the fingertip collided
with themount &t first 1 second, and Since then, the contact
was mantained. In both cases, It was confirmed that the
force contral as contact force does not exceed the threshold
and that the joint of the fingertip flexibly moves These
results suggest that adding the joints full of controllability
makes the ddlicate force contral effective a the fingertip,
evenif the generating force iswesk.

Then, the experiments were carried out to confirm
whether the robot hand can generate the motion of writing
characters with a pen a the fingetips The results of
experiments confirmed not only that the mation of writing
letters with a pen is possble but dso that the maintenance
of the pen with different contact points of fingertip of the
thumbispossble asshownin Fg. 10.
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