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Abstract

We propose a method of automatically gen-
erating qualitative equations, i.e., mono-
tonic and differential relations among the
variables, to model and analyze macro-
behaviors of foraging in ant colony. For-
aging is a well-coordinated group behavior
of ant colony, which is achieved by the co-
operation of individual ants. We executed
numerical simulations for the foraging be-
haviors to see what happens in the eolony,
and implemented a reasoner which can pre-
dict the most basic characteristic of forag-
ing behaviors, i.e., continuous growth of the
number of ants gathering to a bait-site.

1 Introduction

In this paper, we present a method of au-
tomatically generating qualitative equations
for foraging behaviors of ant colony with
qualitative reasoning, which is one of the
symbolic computation methods to model
and simulate dynamical systems.

Foraging is a well-coordinated group be-
havior of ant colony with communication

methods by chemical pheromone, which is
achieved by the cooperation of individual
ant which obeys a simple behavior rule at
micro level. On the other hand, the group
behavior at macro level can be very com-
plex.

Usually it is difficult to analyze what is hap-
pening at macro level in the colony. Our
approach is to generate qualitative equa-
tions, i.e., monotonic and differential rela-
tions among the variables representing the
colony at macro level, in order to explain the
behaviors of the colony and provide help for
human users.

For the purpose, we prepare fragments
of knowledge about the foraging behav-
ior, called macro-behavior rule, consisting
of condition part under which a fragment
of knowledge is valid and conclusion part
which represents the conclusion drawn from
the knowledge. The reasoner applies the
macro-behavior rules to the given state, and
it concludes what is happening in the colony,
while generating qualitative equations.

Because foraging is an essentially space-

oriented behavior, i.e., ants and pheromone
are distributed in a two-dimensional space,



the method is required to represent and rea-
son about spatial characteristics of colony’s
behavior. We prepare symbolic representa-
tion called qualitative region for the pur-
pose.

First, we report the results of numerical
-simulations of foraging behaviors in an ant
colony model under several conditions, in
order to observe the foraging behaviors at
micro-level.

In the rest of paper, we propose a method
of generating qualitative equations. We im-
plemented a reasoner which can predict the
most basic characteristic of foraging behav-
ior, i.e., continuous growth of the number of
ants gathering to a bait-site.

2 Foraging Behavior of Ant

Colony

Foraging behavior is an organized behav-
ior of ant colony with local communication
methods by chemical pheromone. Although
the behavior of individual ant is quite sim-
ple, the colony shows very complex behav-
iors.

It has macro-goals at the colony level, such
as maximizing the bait transport ratio and
minimizing the risk caused by environmen-
tal disturbance, i.e., climate, food competi-
tion, and so on [3].

The macro-behavior must be achieved by
the cooperative behaviors of individual ant.
The individual ant have a local communica-
tion method with chemical pheromone, but
the colony itself has no global communica-
tion methods. The colony must therefore
achieve its macro-goals by coordinating or
tuning the individual micro-ant behavior.
In this paper, the model of each ant behavior
is assumed to be as follows (also shown in
Figure 1).1

[Foraging behavior of individual ant]

1. ‘At any time, an ant is in one of these

The model is not entirely faithful to real ant
behavior. It represents common aspects of many
kinds of ant colonies.

modes: search, attracted, trace, or
transport.
2. Search is the default mode. In this

mode, an ant moves randomly in the
space. '

3. When an ant in any mode finds a bait-
site, it turns into transport mode, in
which it carries a bit of bait back to
the colony’s nest. Bait can exist at
several bait-sites. An ant in transport
mode secretes recruitment pheromone
on its transportation path, which be-
comes the pheromone ‘trail.” An ant in
transport mode turns into search mode
when it reaches the nest.

The trail evaporates and diffuses, which
produces a pheromone atmosphere (We
call the pheromone atmosphere just
‘pheromone’ in this paper).

5. When an ant in search mode comes
across a pheromone atmosphere, it
turns into attracted mode, in which it
is induced by the pheromone and moves
toward a position of higher pheromone
density. If the pheromone disappears
before the ant in attracted mode find a
trail, it turns back to search mode.

When an ant in search or attracted
mode finds a trail, it turns into trace
mode, in which it traces the trail in the
opposite direction of the nest. If the ant
in trace mode cannot find a bait at the
end of trail, it turns into search mode.

An ant in trace or transport mode must have
the ability to recognize the direction of the
nest. There are two assumptions about the
ability. The first one is that ants can recog-
nize the direction by the height and the an-
gle of the sun. The second one is that ‘nest
pheromone’ is being secreted at the nest and
each ant can recognize the direction of the
nest by the gradient of the pheromone den-
sity.

This simple algorithm of individual ant re-
alizes the foraging behavior of the colony,
ie.,



1. to find the bait-site(s),

2. to mobilize ants in the colony in order
to carry bait on a large scale, therefore,

3. to maximize the bait transport ratio.

Notice that this simple algorithm (and the
colony’s strategy) can be easily influenced
by an environmental disturbance. When
more than one bait-site exists and all the
ants in the colony gather to a bait-site si-
multaneously, enemy animals can easily at-
tack the colony. The colony might also miss
other bait-sites which have more bait than
the bait-site currently under attack.
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Figure 1. The foraging behavior system.
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3 Numerical Simulations

We have carried out numerical simulations
of the foraging behavior with several sets of
parameters [7] [8]. Part of the results of the
simulations is shown in Figure 2.
In these simulations, a nest exists in the cen-
ter of the environment, and there are eight
bait-sites equidistant from the nest. The
only difference between the two is the num-
ber of ants in the colony.
Other important parameters are as follows:
Expansion of simulated space
0< z <1004z, 0 <y < 100Ay, 0< z < 3Az
Length of a grid and a step
Az = Ay = Az = 0(0.01 ~ 0.1m),
At = O(1 ~ 10sec)
Moving speed of ants in all mode
2~ 3 (Az/At)
Evaporation and diffusion factors
Yeva = 0.24 AL, yaiyr = 0.42 (Az?/At)
Minimum sensitive trail strength 0.0001
Minimum sensitive pheromone density 0.001
Pheromone secreted by an ant for a step 0.001
In Figure 2(a), there are 60 ants searching
for 8 bait-sites. Some ants actually find a
bait-site and generate a pheromone trail be-
tween the bait-site and the nest. Since the
trail evaporates more quickly than enough
number of other ants gather to the trail,
continuous growth of the trail and contin-
uous large-scale transport are not achieved.
In Figure 2(b), there are 600 ants. They are
able to gather to the trail, and large-scale
transport is achieved. The results indicate
that there must be a large enough number
of ants in the colony to overcome the time-
delay between the gathering speed of the
ants and the evaporation/diffusion speed of
the pheromone.
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Figure 2. Numerical simulation of the foraging behavior for 60 (a) and 600 (b) ants.




In Figure 2(b), almost all of the ants gather
to the bait-site number 5. The colony ba-
sically “forgets” the other bait-sites. Actu-
ally the same phenomenon that all the ants
gather to only one bait-site is observed un-
der almost all parameters whenever large-
-scale transport is realized. The reason is
that there is a positive feedback in the dif-
ferential relations of the system parameters,
i.e., the number of ants gathering to a bait-
site, the amount of secreted pheromone by
the ants, and the amount of evaporated
pheromone atmosphere which attracts the
ants.

Although human experts could find this
kind of proportional relations in the sys-
tem, it is fairly difficult for beginners to do
so, because they lack enough mathematical
knowledge about the system, or they cannot
reason about the behavior with this kind of
knowledge.

In the following sections, we propose a
method of generating qualitative equations,
which can be used to model and reason
about such phenomena.

4 Qualitative Region

Because foraging is an essentially space-
oriented behavior, i.e., ants and pheromone
are distributed in a two-dimensional space,
the method is required to represent and rea-
son about spatial characteristics of colony’s
behavior.

For the purpose, we use the notation of qual-
ttative region. A qualitative region repre-
sents a spatial extent describing an attribute
of the colony and its changes, e.g., how the
pheromone trail or atmosphere spreads, or
how ants in a certain mode are distributed
in the space.

Mathematically, when a function f(z,y)
and a
meaningful value ! (a landmark) are given,
the notation (predicate) region(r, f, 1)
means that r is the boundary which is
determined by f(z,y) =!. The notation
region(r, £, 1, +) means that r is an
open region f(z,y) > (Figure 3). If more

than one such region exists, they denotes a
set of regions.
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Figure 3. Qualitative regions.

Since our aim is not to represent such re-
gions precisely (it can be done within nu-
merical simulations), we extract some char-
acteristics of the regions.

Although one method of representing the
characteristics is to describe the boundary
of a region qualitatively [4], in this paper,
we extract the area of a region, the amount
of entity included in a region, the topologi-
cal relations among regions, etc., as follows.

e Class of region: A class has common
descriptions to instance regions belong-
ing to the class, e.g., the manner of the
change of regions (equation type), i.e.,
diffusion, evaporation, constant.

e Characteristic properties (qualitative
variables) of a region, i.e.,

area(region)
total_amount(region)
average_amount(region)

are prepared and can be used in the rea-
soning process.

e Topological relations between two re-
gions, i.e.,

identical(ra, rb) isolated(ra, rb)
intersect(ra, rb) include(ra, rb)

can be asserted as predicates in the rea-
soning process.



5 Generating Qualitative

Equations

5.1 Macro-Behavior Rules about
Ants

Our approach is to prepare fragments of
knowledge about the colony’s behavior at
macro level, in the form of macro-behavior
rule, which is valid in a situation. It con-
sists of the conditions by which the rule is
activated and the conclusions which we can
draw for the situation. The reasoner ap-
plies them to a given situation in turn in
order to construct a model of the behav-
ior, and consequently generates qualitative
equations to the situation, i.e., qualitative
relations among variables representing the
colony at macro-level.

For instance, in a situation where ants in
search mode come across a pheromone at-
mosphere and they will turn into attracted
. mode, the transition frequency from search
to attracted mode is. qualitatively (mono-
tonically) proportional to the population of
the ants in search mode, and also to the area
of the pheromone atmosphere, described as
follows.?

MO+ (trans_freq(search, attracted),
population(search)).

MO+(trans_freq(search, attracted),
area(phero)).

The predicate MO+(a,b) is a qualitative re-
lation which means that e is monotonically
proportional to b, i.e., da/8b is positive, and
a = 0 when b = 0. Another qualitative rela-
tion I+(a, b), which appears later, means
that a is qualitatively influenced by b, i.e.,
[da/df] = ... + [b] ... , where [z] is the sign
of z. These qualitative relations are prim-
itives to constitute qualitative equations of
the colony’s behavior at macro level.

The whole definition of the rule for transi-
tion from search to attracted is written as
follows.

2Because we represent the distribution of ants in
a mode as a qualitative region, population(mode)
is equivalent to total_amount(mode). The former is
an alias of the latter.

transit(search, attracted) {
%% condition part
involved_regions :
region(Search, search_region).
region(Phero, phero_region).
region_topology :
~ have_intersect(Search, Phero).
%% conclusion part
new_regions :

region(Attracted, attracted_region).

new_region_topology :
include (Phero, Attracted).
new_quantity_relations :

MO+(trans_freq(Search, Attracted),

population(Search)).

MO+(trans_freq(Search, Attracted),

area(Phero)).
I-(population(Search),

trans_freq(Search, Attracted)).

I+(population(Attracted),

trans_freq(Search, Attracted)).

}

The predicate region(X, class_region)
means that X is an instance in the class
class_region.

The predicate
have_intersect(X, Y) means that two re-
gions X and Y have some intersection. For
the predicate, it is insufficient just to ver-
ify whether intersect (X, Y) holds or not,
because there is a possibility that two
regions have some intersection via other
regions, e.g., have.intersect(X, Y) F
intersect(X, Z) A include(Y, Z). The
reasoner maintains this lattice structure of
region inclusion relations and handles the
predicates properly. ‘

An argument of a quantity beginning with
uppercase is a variable for region, which the
reasoner unifies to an instance region in the
database for the current state, like regular
prolog systems.

5.2 Macro-Behavior Rules about
Physical Entities

All physical entities appearing in our prob-
lem (pheromone, trail) are also described as
qualitative regions, e.g.,



region(phero, phero_region).

equation_type(phero_region, diffusion).

The latter predicate indicates that an in-
stance region in the class phero_region
changes with governed by a diffusion equa-
.tion.

The macro-behavior rule for such a physical
entity describes the manner of the change of
the entity, e.g., the rule for a diffusing entity
like pheromone is written as follows:

solve(diffusion) {
%% condition part
involved_regions :
region(R, Class).
conditions :

equation_type(Class, diffusion).

%% conclusion part
new_quantity_relations :
MO+(area(R), total_amount(R)).
I-(total_amount(R),
diffusion_rate(R)).
constant (diffusion_rate(R)).

}

When generating qualitative equations, this
kind of rule is used to check the equation
type of a certain physical entity, and to rea-
son about the change of concerning param-
eters.

5.3 Reasoning Process

A macro-beliavior rule is a declaration “how
the target system behaves in a certain situ-
ation.” During the reasoning process, both
types of the rules are treated uniquely.

The reasoner receives a set of macro-
behavior rules and applies them in turn to
a given initial state [5]. The detail of the
reasoning process is as follows:

1. Set the initial state to the cur-

rent_state.

2. Apply the macro-behavior rules to the
current_state, and determine which rule
becomes active.

3. If there is no rule which can be acti-
vated, stop.

Collect the qualitative relations in the
activated rules.

5. Examine the possibility for each param-
eter to cross the landmark, and also
examine the possibility that topologi-
cal relations change (spatial version of
limit analysis).

6. Collect the fragments of the next state
in the activated rules, and set it to the
current_state.

7. Go to 2.

This process resembles one from qualita-
tive process theory [2] [1]. The difference is
that 1) the macro-behavior rule, which cor-
responds to individual view and process in
qualitative process theory, is uniquely rep-
resented as a macro-behavior rule, and 2)
spatial extents, such as pheromone diffusion,
can be represented and reasoned about with
qualitative regions.

The example of the initial state is as follows:

initial_state_of_the_problem {
assertions :
region(nest, constant_region).
region(bait, constant_region).
isolated(nest, bait).
region(search_1, search_region).
include(search_1, nest).

}

Main part of qualitative equations, gener-
ated from the above initial state, is shown
in Figure 4. A node is a quantity (variable
or constant) representing an attribute of the
colony, and an arc is a qualitative relation
between two quantities. In the graph, there
is a positive feedback concerning the num-
ber of ants gathering to bait, the amount
of secreted trail, and the amount of evap-
orated pheromone atmosphere. This feed-
back causes the large-scale recruitment in
transportation of bait [6], which was empir-
ically observed in numerical simulations.
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Figure 4. Generated qualitative equations.

6 Conclusion

A method of generating qualitative equa-
tions for macro-behavior of ant colony’s for-
aging has been discussed.

Since the qualitative equations represent
the underlying mathematical structure of
ant colony’s macro-behavior, the reasoner
can find the macro properties, such as pos-
itive/negative feedbacks embedded in the
system, which can be used in redefining in-
dividual ant’s behavior.

Potential applications include explanation
generation for novice users to understand
the mathematical structure of the target
system, and to provide help for experts to
analyze the system.
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