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Summary

In this paper, we present agents based tool to discover new research topics from the information
available on the World Wide Web (WWW). Agents are using KAROKA (Keywords Association Rules
Optimizer Knobots Advisers). KAROKA is'a model of discovery in text database used in WWW. The
WWW sources are converted to a highly structured collection of text. Then,»KAROKA tries to extract
topics, association rules, regularities and useful information in the collection of text. KAROKA techniques
are described such as information retrieval similarity metrics for text, generation and pruning of keywords
combination, and summary proposal of discovered information.

1. Introduction

When a user explores a new domain, attempting to
summarize the essence of an area previously unknown
to the user, it is called information and knowledge dis-
covery [Crimmins et al. 99]. Imitating that activity
in a machine is the main research of web mining and
information discovery agenté [Cooley et al. 97, Levy
et al. 99, Chakrabarti et al. 99].

Information Discovery Agents (called also Web
Mining Agents) are a set of an important kind of infor-
mation seeking system trying to realize the previously
mentioned tasks. The agents are built with the artifi-
cial intelligence techniques and information retrieval
methodologies such as automated text categorization,
machine learning, topics detection and tracking, clus-
tering, and probabilistic models [Mitchell 96, Sebas-
tiani 99, Miller et al. 99].

Current systems are focusing on the quality of the
result according to the users relevance feedback and
preferences. Some systems are using sophisticated
algorithms to optimize the quality of extracted in-
formation and knowledge. These methods do not
bring novelty, utility, and understandability to the re-
sults [Pazzani 00]. Intelligent Information Discovery
Agents should have also some mechanisms to distin-
guish the irrelevant data and unexpected interesting
results.

The domain we focus on is the discovery of Re-

search Topics on “Data Mining and Knowledge Dis-
covery and Their Applications.” We try to determine:
“What are possible and promising research topics ac-
cording to the information on the Web in this research
domain?”

We introduce KAROKA (Keywords Association
Rules Optimizer Knobots Advisers), a personalized
system that pro-actively tries to discover information
from various distributed sources and presents it to
the user in the form of a digest. KAROKA is using
a tool similar to “AltaVista Discovery” [Altavista 00]
or CiteSeer [CiteSeer 00] for the

exploration of World Wide Web.

In section 2, we describe our KAROKA model. Sec-
tion 3 explains the association rule mining. Section
4 details the example of KAROKA use and experi-
mental results in “data mining trends and forecasts.”
Section 5 summarizes the paper and describes our fu-
ture work.

2. KAROKA Model and Architecture

KAROKA objectives are to design agents that can .
process user queries in domain specific research areas,
collect WWW sources relevant to the queries as a re-
search corpus, extract keywords and rules from the
retrieved sources, infer or induce to determine possi-
ble new research topics in the domain, and present
results as Uist of possible new research topics’ in the
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Fig.2 KAROKA agent architecture

domain. KAROKA (see figure (Figure 1)) uses key-
words extracted from technical and project presenta-
tion articles available in the World-Wide-Web docu-
ments. ) ‘

KAROKA does not search the WWW itself but in-
stead launches multiple agents that utilize existing
indexing engines and perform a "meta-search” in or-
der to collect and discover information that is broadly
of interest to the user. Thén the system further an-
alyzes the retrieved documents in building keywords
database and structured tree such as indexes to the
research topics domain. KAROKA knobots monitor
freqﬁently changing information resources and update
the database. ,

According to the research topic area, it generates
and combines randomly keywords of research sub-
topics. Strategies and constraints for the new topics
selection are based on classification techniques, asso-
ciation rules, and verification on the WWW.

Our agents architecture is depicted in the figure
(Figure 2). Each agent’s input and output is detailed
with the internal or external knowledge or data bases.
Agents interface is written on scripting language Perl.
Internal processes and algorithms are coded in con-
ventional programming language such as C or Java.
Each task is described in details below.

1) Some research topics are already indexed and cat-
“egorized hierarchically in the search enginesw via the
Web. Those research topics are general and common,
For example, the hierarchy of .the research topics, on
Data Mining and Knowledge Discovery has many sub-

topics as represented in table (Table 1).

‘The first task concerns the preparation of the cor-
pus.
After the user entered a query from an interface, the
system uses search engine to find general ‘research
topics’ to the research domain he/she is interested.
The system selects some URLs from the search results
to start the discovery of new research topics. For each
URL pages, there is a list of contents. The system fo-
cuses on the content ‘research topics or research ar-
eas’ if it exists. The system retrieves all documents in
found section and stores in his computer. If the doc-
ument is in HTML format, then document is trans-
formed to structured text, the headers are treated as
a special type of keyword.

2)The second task is the keyword extractlon
One obvious methods to extract keywords is to find
the keywords as the authors defined in the docu-
ment. Some documents such as articles or technical
papers, research reports contain explicitly the key-
words. These ezplicit keywords are treated with pri-
ority. By experience, we state that they are potential
research topics.
Documents without explicit keywords are processed
with the document representation (bag of words)
[Salton 89]. By using our categorization model, we
can extract the important words in the bag of words.
Some rules are created during the extraction. Rules
concern to separate the words with low frequency and
high weight.
The agent filtering and clustering allow to clean the
data by using feature selection and to classify the two
kinds of topics as known or unknown.
3)The classification and mining tasks.
The classifier as its name classifies the keywords as
“method keywords” and “application keywords.” The
“method keywords” are related to the research topics
and their sub-topics generally already known in the
research community. The “application keywords” are
related to the other domains that the methods are ap-
plied. Domain ontologies are used according to their
availébility
The mining task :
First keywords selectlon consists with the ehmmanon
of high frequency keywords. They are too common
for the topics. Remaining keywords from the first se--
lection are combined two-by-two to obtain the trends
of the research within these research topic keywords.
We then check with the knobot adviser module the
relevance of these generated combihat;ion of keywords

—-107—



Table 1 Categorization of research topics

Computer Science>Artificial Intelligence>Machine Learning
Machine Learning>Knowledge Discovery>...
Data Mining>Application>...
Classification>...
Feature Selection>...
Classification>Decision Rules - Winnow - TFIDF - Naive Bayes - ...

in the Web.

According to the relevance of the keywords in the
Web, a second selection is necessary to €liminate
again the high frequency keywords. The same method
as in first selection is used. At this stage, we observed
the existence of research topics classes. The high fre-
quency keywords class is belong to the known research
topics. Low frequency keywords class may be new re-
search topics or irrelevant keywords. However, this
criteria does not have effect to the application key-
words. o

We applied the first selection method to the appli-
cation keywords. We added the application keywords
to two combined keywords result of the previous sec-
ond keywords selection method. We then generated
trends of research topics based on three keywords as
two method keywords and one applicatidn keyword.
A final check with the Web is realized to get the new
research topics proposals.

An association rules module is used to link the classi-
fied topics to the new topics and estimate the maxi-
mum relevance. The criteria for the relevance are the
occurrence and the rank of the related URL given by
the search engine such as first 10 or 100 matches.
The knobot then checks the URL to confirm the rel-
evancy by collecting possible technical papers or re-

ports.

3. Keywords Association Rules

Basically, association rule mining searches for inter-
esting relationships among items in a given data set.
We adopted the notations proposed by the inventors
of fast algorithm for association rules mining{Agrawal
et al. 94].

Let J ={i1,i3,...,im} be a set of items. Let D, the
task-relevant data, be a set of database transaction
where each transaction T' is a set of items such that
T C J. Each transaction is associated with an identi-
fier, called TID. Let A be a set of items. A transaction
T is said to contain A'if and only if A C T'. An associ-
ation rule is an implication of the form 4 = B, where
AcJ,BcJ,and ANB = ¢. Therule A = B holds

in the transaction set D with support s, where s
is the percentage of transactions in D that contain
AUB (ie., both A-and B). This is taken to be the
probability, P(AUBv). ‘The rule A = B has conifi-
dence cin the transaction set D if ¢ is the percentage
of transactions in D containing A that also contain
B. This is taken to be the conditional probability,
P(A|B). That is,

support(A = B) = P(AUB)

confidence(A = B) = P(A|B)

Rules that satisfy both a minimum support thresh-
old (min_sup) and a minimum confidence threshold
(min_conf) are called strong.

A set of items is referred to as an itemset. An item-
set that contains k items is a k-itemset. The occur-
rence frequency of an itemset is the number of trans-
actions that contain the itemset. An itemset satisfies
minimum support if the occurrence frequency of
the itemset is greater than or equal to the product of
min_sup and the total number of transactions in D.
If an itemset satisfies minimum support, then it is a
frequent itemset.

Association rule mining is a two-step process:

(1) Find all frequent itemsets: each of these
itemsets will occur at least as frequently as a pre-
determined minimum support count.

(2) Generate strong association rules from
the frequent itemsets: these rules must satisfy
minimum support and minimum confidence.

The keywords association rules are based with the

apriori algorithm invented by Agrawal et al..

3-1 Apriori algorithm

Apriori algorithm is composed of a basic algorithm
for finding frequent itemsets and a procedure for gen-
erating strong association rules from frequent item-
sets. ’
§1 Support of Itemsets

Let X be the set of all item sets under considera-
tion. The support of an itemset S is the percentage
of those item sets in X which contain S. If Y C X
is the set of all item sets such that VT € Y: SCT,
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then: )
support(S) = [Y|/

X|*100

§2 Confidence of Association Rule

The confidence of a rule R = ‘A and B = C' is the’
support of the set of all items that appear in the rule’
divided by the support of the antecedent of the rule,
ie.

con fidence(R) = support({A, B,C})/support({A, B}) *

100

4, Experiments

We first evaluated the association rule mining by
using a program called Apriori developed by a Re-
searcher in Germany[Borgelt 96].

Our dataset is a collection of computer science arti-
cles and technical reports documents. The collection

has 160 documents. Each document has explicit key-

words and those keywords are easily extracted to be
the itemset for the association rule. The document
filename is the transaction ID.

After the extraction; 648 keywords (or items) has
been retrieved.

Combination of the keywords with apriori program

returned 34674 rules by setting the minimum support
t0 0.1% and minimum confidence to 0.1%.
We eliminated the evident rules by removing the rules
with support greater than 93% or confidence greater
than 93%. Those rules reflects the keywords relation-
ship within one document.

Rules with a range of support and confidence (5%
<s <25%, 25% <c <80%) are proposed as results (
see table Table 2). Discerning research topics among
these rules remains a difficult task. A graph of key-
words is proposed to form the relationship among 648
keywords of the 160 documents.

The graph keywords relationships should guide to
the human user a meaningful research topics. )

5. Conclusions and Future works

In this paper, we presented a model for research
topics discovery from the Information World Wide
Web. The model is based on KAROKA system.
KAROKA is a personalized tool using keywords asso-
ciation rules and knobots. With KAROKA, we have
partially automated the discovery.

Our experiment results show the KAROKA system
applied to discover new research topics on Data Min-

ing and Knowledge Discovery. In computer science re-
search topics, we found that algebraic notations have
strong concepts, Until now, they are ignored and are
not poséiblé to compute yet in the bag of words. The
equivalent words may exist but they are ambiguous
(e.g. cosine, chi-square, probability P).

At the stage of the KAROKA program, the user
must interpret the result given by KAROKA as a sup-
port for his/her research topics finding. Our work -
is very close to the research described in [Sander-
son et al. 99] for the derivation of hierarchical con-
cepts, however the mining from WWW is not in-

~cluded in their work. In the future, we are refining

the KAROKA program to be more useful such as in
TopCat [Clifton 1999].
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