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Abstract The importance of analyzing semi-structured data, such as hyper linked WWW text, XML data and
chemical formulae, promotes research on a group of data-mining methods which can handle trees, graphs, and other
non-table format data. Among these, GBI: Graph Based Induction [1,2] is one of the incipient methods to extract
hidden rules from graph-format data. This paper describes an algorithm, SEA: Stepwise Entropy Analysis, using
the GBI method. Though the conventional GBI algorithm contracts with the input graph during the analysis, this
new algorithm does not use a contraction operation. Although this new algorithm is still greedy, its greediness is
slightly weakened by omitting the contraction operation. Another characteristic of SEA, the simultaneous discovery
of the association rule and the classification rule, is also described.
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. ticular DT-GBI [9] uses a beam search to amend the greed-
1. Introduction . . .
iness of the original GBI, and improves its prediction accu-

The importance of analyzing semi-structured data, such
as hyper linked WWW text, XML data and chemical formu-
lae, promotes research on a group of data-mining methods
which can handle trées, graphs, and other non-table format
data [1-8]. Among these, GBI: Graph Based Induction [1,2]
is one of the incipient methods which extract hidden rules
from graph format data.

From a performance point of view the original GBI algo-
rithm has room for improvement. Recent research has also

revealed its weaknesses and proposes improvements. In par-

racy.

This paper proposes another improvement. In particular,
it describes an algorithm, SEA: Stepwise Entropy Analysis,
as a graph based induction method. Though the conven-
tional GBI method contracts with an input graph during
the analysis, this new algorithm does not use a contraction
operation. Although this new algorithm is still greedy, its
greediness is slightly weakened by omitting the contraction
operation.

Another characteristic of SEA, the simultaneous discov-
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Figure 1 Stepwise Pair Expansion of GBI

ery of the association rule and the classification rule, is also
described.

2. Stepwise Entropy Analysis

2.1 Original stepwise pair expansion [1]
GBI was originally designed as a frequent sub-graph find-
The algorithm to extract frequent sub-

graphs, named the stepwise pair expansion, is outlined bel-

ing algorithm [2].

low:

o First, the input graph is contracted according to the ex-
tracted Sub-graphs.
sub-graph in the input graph is replaced by a single node

Every occurrence of the extracted

in Step 1. Figure 1 assumes that 1) the algorithm has
already extracted two sub-graphs (sub-graph A: 4—2 and
sub-graph B: 1<-3), 2) each occurrence of the sub-graph
42 is replaced by a single node A, and 3) each occur-
rence of the sub-graph 13 is replaced by a single node
B. In this step, the incoming edges are ordered, and the
equivalence between the corresponding edges is examined.

e In Step 2, the contracted graph is analyzed and every
possible Sub-graph, called a pair, that is made up of two
linked nodes is extracted from the contracted graph. In
Figure 1, seven pairs are extracted.

o Step 3 selects the best pair or pairs which satisfy certain
criteria. In Figure 1, pair B<T7 is selected as the best pair.
The selected pair is then expanded to the original sub-
graph, and added to the set of the extracted sub-graphs.
In Figure 1, pair B«7 is expanded to sub-graph 13«7,
since the node B is the replacement of the sub-graph 1+3.

Starting from the empty set of the extracted sub-graphs,
this algorithm can extract various sub-graphs which appear
frequently in the input graph. By repeating these steps, it
extracts complex sub-graphs in a step-by-step manner. The
expanding process in Step 3 contributes to finding complex
sub-graphs.

This process can be interpreted as an decision tree learning
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Figure 2 Interpretation of Stepwise Pair Expansion as Decision

Tree Learning

process [1]. To use GBI for a decision tree (i.e., classification
rule) learning, class information is represented as the color of
root nodes (4, 1, 4 and 8 in Figure 1 and 2). The value of the
attribute is coded as the color of the connecting nodes (2, 5,
6,3,7,2,6,6,3, and 9 in Figure 1 and 2). The information
gain, which measures how a new test T affects entropy and

contributes to the classification of data set D, is defined as:

Information gain(D, T)
= Entropy(D) — Z l‘ D] Entropy(G:)
Gec

where
n

Entropy(D) = Z —pilog,pi

i=1

and G, is a subset of D classified by the test T. p; is the

probability of class i.

As shown in Figure 2, the above 3 steps in the stepwise pair
expansion can be interpreted as the steps in the decision tree
learning:

e Step 1 corresponds to the step of classifying training data
set by the intermediate decision tree under construction.

@ Step 2 corresponds to the step of analyzing the attribute
table and calculates information gains.

o Step 3 corresponds to the step of selecting a new test con-
dition and adds it to the intermediate decision tree under
construction.

Note that the set of split training data set during the step-

wise pair expansion is slightly different from that during the

standard divide and conquer algorithm like ID3 [10]. At
each step, GBI divides the training data set into two groups.

A member of the first group has contracted nodes which is

made up from a specific root node and a specific leaf node.

A member of the other group might contain the specific leaf

node only. On the other hand, the standard divide and con-
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Main Routine Stepwise Entropy Analysis
begin
while (Stopping Criteria are NOT Satisfied) do
for (Each Classified Example Sets
Divided by the Tree under Construction)
Analyzing Entropy of each Pairs by Entropy Analysis
Select Best Pair
Add New Attribute Table based on Selected Pair
end

Procedure Entropy Analysis
begin
for x in (Each Attribute: Class is treated as an Attribute)
for y in (Each Attribute except x)
for (Each Value: Color of y)
Cale. G x (2 Y pilog(pi) + S22 3" pjlog(p;))
where G is the number of Nodes
Gp is the number of Nodes
with Target Pairs
pi,p; are probabilities of
each Color of Nodes

end

Figure 3 Stepwise Entropy Analysis

quer algorithm divides the training data set into two slightly

different groups. Here, each member of the first group has a

specific leaf node, and each member of the other group does

not have this specific leaf node.

We pay attention to this difference as an potential weak-
ness of GBI which might result in an inaccurate prediction,
and therefore we develop an algorithm discussed in the next
sub-section.

2.2 Stepwise Entropy Analysis

Figure 3 shows SEA, the Stepwise Entropy Analysis
(SEA), algorithm. It removes the contraction operation from
the stepwise pair expansion algorithm described in the pre-
vious sub-section. The characteristics of the SEA algorithm
are:

e Though the conventional GBI algorithm using the step-
wise pair expansion contracts an input graph during the
analysis, SEA does not use the contraction operation.
Step 2 of the stepwise pair expansion analyzes the at-
tribute tables which are made from the contracted graph.
SEA just adds corresponding attribute tables into the
analysis in a stepwise manner. Though the contraction
operation in the stepwise pair expansion sometimes re-
moves attribute tables from the analysis, SEA does not
remove such tables. Although this new algorithm is still
greedy, its greediness is slightly weakened by omitting
contraction operation.

e Another characteristic of SEA is its simultaneous discov-

Figure 4 Contraction for Classification Rule Learning

Eiod

Figure 5 Contraction for Association Rule Mining

PlayTennis | Outlook Temperature Humidity Wind
No Sunny Hot High Weak
No Sunny Hot High Strong
Yes Overcast Hot High ‘Weak
Yes Rain Mild High Weak
Yes Rain Cool Normal Weak
No Rain Cool Normal  Strong
Yes Overcast Cool Normal  Strong
No Sunny Mild High Weak
Yes Sunny Cool Normal  Weak
Yes Rain Mild Normal  Weak
Yes Sunny Mild Normal Strong
Yes Overcast Mild High Strong
Yes Overcast Hot Normal  Weak
No Rain Mild High Strong

Table 1 Training Examples

ery of an association rule and classification rule. Though
step 1 of the stepwise pair expansion contracts a combi-
nation of nodes where each of the nodes corresponds to a
class of information and of attribute information (See Fig-
ure 4), SEA also considers the combination of attribute
nodes (Figure 5).

To handle both types of combinations in a fair method,
the gain index is slightly modified so that it reflects the

number of occurrences of such combinations. (Figure 3).
3. Learning Example

Suppose we have data on weather conditions and a deci-
sions is to be made if it is suitable for playing tennis depend-
ing on the weather (Table 1). Figure 6 shows the decision
tree made by the standard decision tree learning algorithm.

Figure 7 shows the decision tree made with SEA. In Fig-
ure 7, nodes 4, 9, 19 and 16 are test conditions. Other nodes
,ie.,2,3,5,6,7,8,11, 12, 13, 14 and 15, are frequent item-
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Figure 7 Decision Tree by SEA

sets. For example, the leftmost leaf of this tree represents the
classification rule: if the outlook is overcast, then play ten-
nis. The intermediate nodes, i.e., nodes 2, 3, 5, 6, 13 and 14,
represents frequent itemsets. More precisely, nodes 2 and 3
represents the association of two attributes normal/cool and
high/mild, and nodes 5, 6, 13 and 14, represents the associ-
ation of three attributes, e.g., weak/hot/overcast.

Note the node 10 represents a test condition of the learned
decision tree. It uses the found frequent itemset, Nor-

mal/cool, as a part of its test condition.
4. Related Works

The importance of analyzing semi-structured data, such
as hyper linked WWW text, XML data and chemical formu-
lae, promotes researches on a group of data-mining methods
which canvhandle trees, graphs, and other non-table format
data [1-8]. GBI [1,2] is one of the incipient methods and its

weaknesses and improvements are studied in [9]. Our study

is derived from these researches.

Another characteristics of our study is the use of an en-
tropy based index for rule mining. The basic algorithm of
APRIORI, which mines association rules from given data,
was introduced by Agrawal et al. in [11]. Although it is
the most widely used and well studied algorithm in the data
mining field (See [12] for the general survey and comparison),
it always requires careful tuning of the MinSup parameter.
Suppose we have a data base and there exists; 1) rule X
which has 100 supporting data items in the data base with
200 contradicting data items, and 2) rule Y which has 99
supporting data items with no contracting data items. If
we set MinSup as 100, APRIORI only finds rule X. To find
rule Y, we have to use a smaller MinSup which tends to pro-
duce more noisy results. The use of an entropy based index
alleviates this defect.

The combination of the association rule mining system and
the classification rule learning system has also been thor-
oughly studied in the data- mining field. Liu et al. [13] un-
dertook a pioneering study on the combination of the associ-
ation rule mining system and the classification rule learning
system. Li et al. [14] reported on a method to improve both
the efficiency and accuracy of a combined system. Liu et
al. [15] and Wang et al. {16] also reported on such combined
systems. Our study is also derived from such researches.
One of the characteristics of our approach is the simultane-
ous discovery of the association rule and the classification
rule. Most of the previous studies use the classification rule
learning system to post-process the results of association rule
mining systems.

Another important trend is the use of other indexes to se-
lect rules. Liu et al. [15] uses the ratio of the class in the data
base. Li et al. [14] and Liu et al. [17] use x? test. Smyth et
al. [18] and Meretkis et al. [19] use entropy related indexes.
Bayardo et al. [20] compares various indexes for rule selec-

tion.
5. Conclusion

A new algorithm, SEA: Stepwise Entropy Analysis, using
the GBI method is proposed. The characteristics of SEA are:
e Though the conventional GBI method contracts with the
input graph during the analysis, this new algorithm does
not use the contraction operation.
Although this new algorithm is still greedy, its greediness
is slightly weakened by omitting the contraction opera-
tion.

e SEA simultaneously discovers the association rule and the
classification rule.
Thought most of the previous studies use the classifica-

tion rule learning system to post-process the results of
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association rule mining systems, SEA discovers them si-

multaneously by using entropy to guide its rule finding

process.

We are now developing an intrusion detection system using

SEA as it’s main data-mining engine [21}. Although the con-

ventional approaches, which use data-mining techniques for

intrusion detection, share common defects, the use of SEA

alleviates such defects.
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