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Abstract There are so many documents available in the Internet. Some of them implicitly share common contexts. The
examples of contexts covers pre-determined tasks, i.e., sales reports, categories, i.e., concept hierarchies, and forums, i.e.,
special interest groups. By clipping, we mean (1) to define the importance measures of documents in the same context, and
(2) to acquire the important statement(s) from the documents based on the measure. This paper describes a new method of
information clipping suitable for the group of documents gathered from a certain context retrieved in the Internet. The basic
steps of the method is (1) to get key words using KeyGraph from a given set of documents, (2) to cluster the documents by
applying Dulmage Mendelsohn decomposition algorithm for bipartite graphs, which consist of the nodes of the important
words and the documents and the edges to represent their inclusion relationship, and (3) to acquire the corresponding important
sentences. The paper shows some experimental results to reveal the effectiveness of the proposed method using a prototype
system applied to the practical internet documents.
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1. Introduction to acquire the important statement(s) from the
Recently, we are able to find sufficiently good documents based on the measure. We assume such
information from the messy Internet world, if we could clipped documents share a common context. We
fully utilize conventional search engines such as Google. propose a new information clipping method to get only
Moreover, recently experiments has started, which use important contents with small amount but rich
search engines not only by human users from a Web information.
browser but by computer programs. For example, through The contents of the paper is summarized as follows: in
Google Web API [1], we can obtain the information over Section 2, we discuss why and how to get the documents
2 billion Web pages stored in Google. with the same context from the Internet. In Section 3, we
Understanding the corrent affairs, in this paper, we will will describe the proposed information clipping method in
focus on the information clipping method applied to the detail. In section 4, we show some experimental results
documents. downloaded into users’ computers from the and in Section 5, concluding remarks are given.

vast amount of the Google’s world. By information
clipping, we mean (1) to define the’ importance
measures of documents in the same context, and (2)
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2. Why and How to Get Documents from the
Internet
Every day, people get brought information using the
web browser for some purpose. The activities include,
for example:
. Surveillance of specific information.
They check whether the new information has been
acquired from the results via conventional search
engines with fixed keyword sets. Then, the new

information is used to re-examine the contents.

. Looking for some solutions
They perform netsurfing using search engines to find
some good contents, which will derive some solutions

for the specific problems.

In this paper, we assume that we know where the
URLSs of useful contents are. The information clipping
tasks will start just after these contents are downloaded
in to their own computers using conventional search
engines.

Google is one of such conventional search engines.
In April, 2002, they opened Google Web API, which
allow users to use Google from their own computer
programs. Google Web API is the technology for Web
services based on SOAP 1.1 (Simple Object Access
Protocol) and WSDL (Web Services
Google Web API will supports the basic

Description
Language).
functions of searching , caching , spell checking and the
correcting used in user programs.

Fig. 1 shows an example screen to search for the
word ‘tokye’ from the web browser of Google. After
completing the process, Google has presented the result
of the link information to Web contents. Gooogle
automatically change the word ‘tokye’ to ‘tokyo’ using
the spell checking and correcting functions.

Google prepares Google Web APIs Developer's Kit
which includes a WSDL file to define the sample of the
Java client programs using the SOAP interface.  So
Google Web API can be easily used by users referring
this WSDL file.

If URLs or search key words are already known, the
contents arec easily retrieved by the conventional
That is, Google Web API will be used to
get some set of Web contents on users’ own computers:
After the

downloaded into the users’ computers,

technology.

contents with the same contexts are
then the

information clipping tasks will start to process the

contents resided on their own computers.
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Fig.1 Example result of search key word of tokye in
Google

3. Information Clipping Tasks

By clipping, we mean (1) to define the importance
measures of documents in the same context, and (2)
to acquire the important statement(s) from the
documents based on the measure. This paper
describes a new method of information clipping
suitable for the group of documents gathered from a
certain context retrieved in the Internet. The basic
steps of the method is (1) to get key words using
KeyGraph from a given set of documents, (2) to
cluster the documents by applying Dalmage
Mendelson - decomposition algorithm for bipartite
graphs, which consist of the nodes of the important
words and the documents and the edges to represent
their inclusion relationship, and (3) to acquire the
corresponding important sentences.

We explain the detailed methods mentioned above in

following sub-sections.

3.1. Find the Key Words

We assume that each document is constituted by two or
more sentences with the following special feature. Some
sentences in a document have the lexical chain [2] for rest
of other sentences. This is the consistent concept, that is,
the word in each sentence is mutually related to each other
if the lexical chain exists. Such words have a role to
control the flow of context in the document. To identify
such words, the algorithm of KeyGraph [3] is adequate.
KeyGraph focuses on the features of the lexical chain
being used, and extracts the corresponding keywords in a

set of statements. Although KeyGraph was originally
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proposed for the purpose of extracting the keywords of the
whole statements. We apply KeyGraph to the key word
extraction from a given set of documents (one document
consists of plural sentences), which share the same
contexts exhibited by the lexical chain. We suppose that a
word with the following feature would be a candidate of a
keyword contained in plural documents in the same
context.

First, we set a word set W with high frequency of
appearance from the whole documents:

W= [wl, w2, --, wn]. ()

And #(wi) represents the frequency of the word wi in the
documents.

Then, We
importance index, which is calculated from the frequency

determine keywords based on the
of co-occurrence of all two word combination in each
document. - That is, when a co-occurrence relationship
exists in the pair of the word in W, the importance measure

Pi is calculated as follows.

Cij (i Ed j)is an index to specify the co-occurrence:

Cij=1 when wi co-occurs with wj.
Cij=0 when wi does not co-occurs with wj.
. #(wi #(Wf) ..
Pi= ( ) x Z ( J)CU @)
n T~ n

If Pk is positive for any words wk, then we define a set
of such wk is a key word set K.
K= [k, k2, --, km]. 3)

3.2. Document Clustering via DM Algorithm
Let pl be a pair of keywords (ki, kj), where ki, kj€ K
N is the

Using the notation, we define

and let di be a document in the document set.

number of the documents.
matrix A(N,m’) (4)

where Aij = 1, if the pair pi =(ki, kj) is contained in the
document dj and Aij=0 otherwise.

Where if co-occurrence pair word pi is involved to dk,
value of pi is 1. If it doesn’t, value of pi is 0. Therefore
we obtain the matrix A which is showing the relationship
between each document and co-occurrence pair word that

is only expressed as 0 or 1.

pm2
dl dn

(5)

When replacing each row and for each column, we can
obtain canonical form A’ of the matrix A, which is

attained by Dulmage Mendelsohn decomposition [4][5].

A00
All

0 Arr
Art+l,r+l

(6)
The feature of A' are
(i) A lower left entry of A’ which is below the
A00,...,Ar+1,r+1 that are diagonal block of A’. All
those entry are zero.

(ii) A11,...,Ar,r are a sub square matrix.

The matrix A and its canonical form A’ would be the

changes of node names in bipartite graph G.

G=G (T, D:E) |T|=m* and D]=n.  (7)
Where we define a vertex set that are T= {pl, ...,

pm?*} and D= {d1,..., dn} and follows.
Mij(i = Lo,m?;j=1,..,1)

wij =1if (pi,di)e E

wij =0,if (pi,di) & E

At this time g4j is i,j' entry of m x n matrix. So we
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have M(G) =[ 4ij], this is bipartite graph G.
Conversely if M (G) is 0-1 matrix, we can give 0-1

value to the arbitrary m*:xn matrix of A= uif 1.

This would be bipartite graph G. If A is graph matrix,

we can obtain A’ which is canonical form of A. The

feature of A' is below.

(iii) A00, ..., Ar+l,r+1 are irreducible diagonal
blocks of G (A'). Each block can be consider as a
graph matrix of GO,...,Gr+1. Especially All,...,

Arr are a sub square matrix.

We find Gii that is bipartite graph matrix from real
document set then draws actual bipartite graph shown in
Fig.2.
formula (7) and vertex of d that represents document,

As shown in Fig. 2, if vertex of p defined by a

we define the some of the documents are clustered by

the some of the p.

3.3. Extraction of Key Sentences
In the formula (6) the diagonal line of every sub square
matrix aligns 1 that calls core of matrix A’. Fig. 3 is
the example of A’ which can be seen matrix core is
made from actual document clustering. Moreover, this
core equals to the maximum matching of bipartite graph

of a formula (7).

The each document d is consists of sentences si.
d= {sl, --, si, --} (8)

Therefore how to extract the key sentence s from
document d is
(a)Find pi which is the element of the feature vector
defined by the formula (7) and is the matching partner
of each document di because these are the vertex of
maximum matching of bipartite graph.
(b) The sentence s is consists of some words and the
document d is consists of some sentences. Some
sentences s containing pi= {ki, kj} can be extracted for

each document.
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Fig. 2 Example of Gii obtained from the actual

document set

4. Experiment result

We prepare a test data shown in Fig. 4. Each raw of the
data consists of one document with the following
attributes: document ID, document Description,
attributel, attribute2, attribute3 and Result.

ID, attributel, and attribute3 are numerical attributes,
and attribute2

Description is a text attribute. We have used the collection

and Result are nominal attributes.
of 145 documents then applied the proposed method to
the data. At this time, we only used Description attribute
as a target attribute.

The graph matrix obtained from the sample data for this
experiment results in the clustering shown in Fig. 5. The
diagonal entry of this matrix from the upper left to lower
right looks like line that is Aii entry defined by a formula
(6). Some portion of the thick line with a wen like form

represents sub square matrix.
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Fig.4 Example of sample data

Fig.6 shows recombination of the original documents
represented in Fig.5. Fig.6 means the relationship
between pi= {ki, kj} and each document d along with the
lower right to the upper left of core of matrix in Fig.5.
This is the maximum matching of bipartite graph in Fig. 5.
From Fig.6, we observe that

(a) Let ID, pi= {ki, kj}, Description, Result, and
ClusterID is row in table.

(b) ClusterID is given to the each Description
associated with the core of a matrix. Since the core of
matrix exists on the diagonal line of a matrix, same
ClusetrID could be assigned if the core of matrix
belongs to the same sub square matrix.

(c) .Yellow cells represent the clustering results in

which multiple document belongs to the same sub
square matrices.

(d) The result of document clustering resulted in the

classification of the documents into the two classes:

Result(OK) or Result(NG).
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Next, we choose 28 documents, whose values of Result
are only Result (O.K.) from 145 documents, then applies
the proposed method to the Description attribute. The
result is shown in Fig. 7. We have a comparatively big sub
square matrix in the middle of a graph matrix as a
clustering result. This represents the relationship between
Result and Description with Result (O.K.) is discovered.
We can understand the context of typical Description
contents (Result is Result (0.K.)).
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Fig.7 The bipartite graph matrix when Result (0.K.)

The extracted key sentences in the document are shown

in Fig. 8. The key sentences can be extracted from

documents, which contain pi= {ki, kj}..
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Fig.8 The example of extraction of the key sentence

using sample data

In Fig.8 one topic sentence is extracted from the three

sentences the Description..

5. Conclusion

This has proposed a method for information clipping

from internet documents with a similar context.

the documents in a similar context, it is beneficial to use

conventional search engines such as Google

corresponding APIs, however, to extract important

information, the proposed method will be of use.
The information clipping method will contribute to

. Discovers some meanings of the target context

from the gathered documents by clustering them;

. Extract key sentences from the clustered

document.

We have already found interesting hypotheses in the
other large' document sets using the proposed method,

although we have not reported the results in the paper,

To get

which will be presented elsewhere.
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