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Abstract
to the computaton of relatedness between technical documents based on their citation information. The advantage of using

We apply a family of diffusion kernels, in particular Chung’s heat kernel and Kandola et al’s von Neumann kernel,

these kernels is that the diffusion process underlying its computation allows them to capture the relation between documents

even when these documents do not cite or are not cited by the same documents. We compare the performance of these kernels

with that of traditional co-citation and co-reference method, using real data.
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1. Introduction

Recently, bibliographic references have begun to be used for ana-
lyzing technical documents. Bibliographic references indicate what
other documents a given document cites or is cited by. These types
of information have also been used for processing link relation
among WWW pages.

There are several systems that use bibliographic information. For
example, CiteSeer[12] is a system that extracts bibliographic in-
formation from scientific documents in WWW, and enable users to
search for scientific documents using this information. JCR, devel-

oped by ISI, evaluates importance of technical journals on the basis

of the average number of citation.

Bibliographic information has many practical use. Brandes [2]
used bibliographic information for visualizing bibliographic net-
works.. Pinski and Narin [14] proposed an algorithm for ranking
journals on the basis of eigenvector, which was later enhanced
by Brin and Page [3] to weli-known PageRank algorithm. Kiein-
berg [8] also proposed an algorithm (HITS) for ranking web pages
or technical documents. This algorithm ranks each document from
two different perspective (authority or hub). If a document is cited
by many documents with high ‘hub’ score, HITS algorithm gives
a high ‘authority’ score to the document, and if a document cites
many documents with high ‘authority’ score, it gives a high ‘hub’



score to the document.

Co-citation coupling [16] (a number indicating the degree to
which two documents are cited by the same documents) and co-
reference coupling (bibliographic coupling)[7] (a number indicat-
ing the degree to which two documents cite the same documents)
are classic measures of similarity between documents using bibli-
ographic information. Joachims et al. [6] reported that the perfor-
mance of clustering web pages increased by using these similarity
measures together with the contents of the page. However these
coupling methods cannot measure similarity between documents
when they do not cite or are not cited by the same documents

In order to solve this problem, we propose using kernel func-
tions that are based on diffusion process to the computation of doc-
ument similarity. In particular, we use Chung’s diffusion (heat) ker-
nel [4], [10] and Kandola et al.’s von Neumann kernel {9]. Kernel
methods [15] have seen many successes in practical applications,
and a number of kernel-compatible learning algorithms have been
proposed.

In the following sections, we explain co-reference coupling and
co-citation coupling (Section 2), describe our algorithms (Section
3), empirically demonstrate diffusion kernel and other kernels (Sec-
tion 4), and describe of a method for integration of multiple similar-

ity measures (Section5) .

2. Co-citation coupling and co-reference cou-
pling

Among many types of information sources, bibliographic infor-
mation is one of the most popular information sources to determine
the relatedness between documents.

Co-reference coupling [7] and co-citation coupling [16] have
been the most employed similarity measures using bibliographic
information. Co-citation coupling is a method used to establish a
subject similarity between two documents in terms of citation. And
co-reference coupling is also a method establish a subject similarity
between two documents in terms of reference. This information of
co-citation and co-reference coupling is defined in terms of citation

graph and its adjacency matrix.

Definition 1 A citation graph is a directed graph G = (V, E),
where vertices (V) represent documents and edges (E) represent
citations; i.e., (¢, j) € E if and only if document ¢ € V cites doc-
ument j € V. The adjacency matrix A of a citation graph G is a
matrix with its element A;; = 1iff (¢, §) € E, and 0 otherwise.

Definition 2 Given a citation graph G and its adjacency matrix A4,
co-reference (coupling) matrix and co-citation (coupling) matrices
are defined as AAT and AT A, respectively. We call the weighted
undirected graphs induced by A” A the co-citation graph of G. Sim-
ilarly, the co-reference graph of G is the one induced by AAT.

An (i, j)-element of AT A represents the value of co-citation cou-

Fig. 1 co-citation coupling. A and B are similar (related) documents, be-

cause A and B are cited by same documents.
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Fig. 2 co-reference coupling. A and B are similar (related) documents,
because A and B cite same documents.

pling between documents ¢ and j. Hence, (AT A)i; = (ATA); =
1, if and only if documents 4,j € V are cited by the same doc-
uments. Similarly, each element of AAT represents the value of
co-reference coupling. Thus, -co-citation matrix and co-reference
matrix are both symmetric. Figure 3 illustrates the relation among
citation graph and its co-citation and co-reference graphs.

These methods can only compute the similarity betweeh the doc-
uments that have a common citation or reference, or in other words

documents having distance 2.

Definition 3 The distance between two documents in citation
graph G is the length of the shortest paths in undirected graph G,
where @ is obtained by ignoring the direction of the edges in G.

In Figure 4, paper A and paper C do not cite the same documents,
and their distance is 4. So paper A and paper C are not related to
each other in terms of co-citation coupling. However, paper B cites
both paper D and paper E. This suggest that the author of paper B
thought paper D and paper E are similar papers. Since B and C cite
the same paper E, which as we have established is similar to D, we
can infer the relationship between A and C. But neither co-citation
coupling or co-reference coupling takes this aspect into account,and
captures the similarity between A and C. On the contrary, our meth-
ods described in the next section compute the similarity of the doc-

uments when their distance exceeds two.

Fig. 4 The example : co-citation coupling does not work
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Fig.3 (a) citation graph , (b) co-reference graph, (c) co-citation graph. Both co-reference coupling and

co-citation coupling can be represented as undirected weighted graph.

3. Proposed methods

Both co-reference coupling and co-citation coupling are inca-
pable of computing similarity between papers.that their distance is
over two. To solve the problem, we apply kernel methods to cita-
tion graphs. The functions computing the inner product between
mapped examples in a feature space is called kernel functions. Note
that the kernel functions need not compute this inner product by ex-
plicitly mapping the examples to the feature space. Sometimes it is
possible compute this inner product while retaining original repre-
sentation of examples. An advantage of kernel functions is that they
are compatible with many powerful machine learning methods like
the Support Vector Machine [17], or clustering algorithms [1].

3.1 Diffusion kernel for computing citation similarities

The diffusion (heat) kernel is derived from spectral graph the-
ory [4] and have been introduced to the machine learning commu-
nity by Kondor and Lafferty [10]. This kernel can compute the sim-
ilarity between any two given nodes efficiently without examining

all possible paths between the nodes.

Definition4 Let G = (V, E) be an undirected graph, and let
ni; = |{(i,k) € E}| be the degree of node i € V. Laplacian
of G, denoted by L(G), is given by

L(G)=D-A
where D is defined by
-1 ifi+jand(i,j) € E,
D;; = n; fori=y4j,
0 otherwise.

Definition 5 Let G be an undirected graph, and let H = —L(G).
The diffusion kernel matrix P(X) on G is given by
o A H!

BIN) — AH
PA)y=e 7

=0
where ) is a decay factor.

The kernel values are given by each element of the matrix P.
We can extend the diffusion kernel to weighted graphs as well, by

setting each H;; (i & j) to the weight of the edge between ¢ and 7,

and reweighting diagonal terms H;; accordingly.

Given a citation graph G and its adjacency matrix A, it is possible
to apply the diffusion kernel on co-reference matrix AAT and co-
citation matrix AT A, these matrix can be used in diffusion kernel
smoothly. because AA” and AA” represent undirected weighted
graphs (see definition 2)

3.2

Kandola [9] proposed the von Neumann kernel for the computing

von Neumann kernel for computing citation similarities

of document similarity based on terms. This kernel, like diffusion
kernel, is also based on diffusion process, but uses Neumann series
in its expansion.

Given X be documents-by-term matrix whose elements are
weighted by idf (inverse document frequency)[13], document cor-
relation K = X7 X and term correlation matrix M = X X7 are
defined. The (i,j)-element of K gives the similarity between docu-
ments i and document j. Similarly. M gives the similarity between

different terms.

Definition 6 Given a matrix X,let K=XTXand M = XX7%.
The von Neumann kernel matrices K(\) and M()) are given by

the solutions of recurrences.

K=)X"MX+K M=)X"RKX+M %))

where A is a decay factor. This recurrences between K and D can
be interpreted that similarity of documents are defined by terms sim-

ilarities and vice versa.

Theorem 1 ([9]) If A < ||K]|™*, The solution to recursive for-

mula (1) is given by

K=KI-XK)"' M=MUI-AM)"

We now describe how to apply von Neumann kernel to citation
analysis. We make two matrices to measure similarity in terms of
co-reference and co-citation respectively. The first is a reference-
by-documents matrix R, and each element of R are weighted by
inverse document frequency. The value of (4, j)-element of R is
a value dividing number of all documents by the number of docu-
ments cite j. The each value of R is called CCIDF (Common Cita-
tion Inverse times Document Frequency) {11] between documents.

Without weighting, this matrix coincides with the adjacency matrix



A of citation graph G. The second is citation-by-documents ma-
trix C, each element of C is also weighted by inverse document
frequency. Without weighting, this matrix equals AT,

To compute co-reference similarity, we use the matrix R, and
make matrix Kr = RR”T. Without weighting, Kz would equal
co-reference matrix. Then, K = Kr(I — AKg) ™" gives a simi-
larity of documents in terms of co-reference. Similarly, To compute
co-citation similarity, we use matrix C, in place of R, and matrix
K¢ = CC7 in place of Kg.

We will later use a normalized version of these kernels. Given a

kernel matrix K, the normalized kernel matrix K is given by
Rij = —

V KiKjj

The effect of normalization will be demonstrated in Section 4.

4. Experiment

The experiments in this section, analyze the performance of the
kernels presented in the previous section, and compare their perfor-
mance with that of other similarity measures.

4.1 Examples

We begin with a few examples that the diffusion kernel outputs
to real data. The data we use is a collection containing citation in-
formation from 1682 technical documents in natural language pro-
cessing. The dataset of citation was extracted by the method we [5]
proposed before. We run the diffusion kernel and examined the list
of documents that they considered “similar’. In these experiments,
the decay factor A is set by 0.005.

The outputs from diffusion kernel on some documents are shown
in Tables 1 and 2. The leftmost column is the ranking of similarity,
and the middle column show the distance between documents.

In the above examples, diffusion kernel computed the similarity
between two documents with their distance over 2. For example, in
Tablel, ‘Bidirectional Context-Free Grammar Parsing for Natural
Language Processing’ and ‘Semiring Parsing’ have distance of 4 but
they include ‘parsing’ in their titles, so we could guess their contents
are related to each other to some extent. Similarly, ‘Phrasal Trans-
lation and Query Expansion Techniques for Cross-Language Infor-
mation’ and ‘Querying Across Languages: A Dictionary-Based Ap-
proach to Multilingual Information Retrieval” also have distance 4
but they are similar documents on the basis of their title.

Examining the results mentioned above, diffusion kernel can
compute similarities between documents whose distance is more
than 2.

4.2 Number of outputs

The average number of documents resulting from each method
(co-reference coupling, co-citation coupling, diffusion and von
Neumann kernels) were shown in Table 3. Both the diffusion kernel
and von Neumann kernel assign non-zero similarity score tb more
documents. In our experiments, the number of outputs that diffu-

sion kernel and von Neumann kernel return are the same, and their

‘lable 1 Relatedness ranking given by ditfusion kernel on the co-citation

similarity results on ‘Bidirectional Context-Free Grammar Parsing
for Natural Language Processing’

Completeness Conditions for Mixed Strategy Bidirectional Parsing

ional Charts

Formal Properties and Impl ion of Bidi

Tabular Method for Island-Driven Context-Free Grammar Parsing

Principles and Implementation of Deductive Parsing

for Linguistic Formali:

Compositional S

Semiring Parsing
The Computational Complexity of the Correct-Prefix Property for TAGs
Compositional Model-Theoretic Semantics for Logic Programs

O 0 N L R W

Modularity in Logic Programming
The S ics of G For

SRR WO W NN N

=]

Seen as Computer Languages

Table 2 Diffusion kernel on the co-citation similarity results on ‘Phrasal
Translation and Query Expansion Techniques for Cross-Language
Information’
A HMM Part-of-Speech Tagger for Korean with Wordphrasal Relations
Translingual Information Retrieval: A Comparative Evaluation
Resolving Ambiguity for Cross-Language Retrieval
Query Expansion Using Local and Global Document Analysis
Word Association Norms, Mutual Information, and Lexicography
Retrieving Collocations from Text:Xtract
Aligning Sentences in Parallel Corpora

A Dicti r

guag b4

® NV R W N =
BONONN N NN

Querying Across L
Information Retrieval

The Math of Statistical Machine Translati Esti
Extraction of Lexical Translations from Non-Aligned Corpora

ranking rarely changed, even if the decay factor are changed.

4.3 Comparison to von Neumann kernel

‘We compare the outputs of the diffusion kernel with the von Neu-
mann kernel on similarity of reference to examine the performance
of the two kernels. In Tables 4-6, the third column is the HITS
authority rank.

The outputs of von Neumann kernel of co-citation similarity are
given in Table 4. The rank of ‘Building a Large Annotated Corpus
of English:The Penn Treebank’ is 4, in the table. But we can see the
document is much different from the ‘Discourse Structure in Spoken
Language: Studies on Speech Corpora’ on the basis of their titles.
“Lexical Cohesion Computed by Thesaural Relations as an Indicator
of the Structure of Text’ is also the example, it seem hardly related
with the target document, but the algorithm say related. Very high
HITS (authority) rank are common in two documents. Using von
Neumann kernel simply, The documents with hight HITS rank (au-
thority) become very similar documents to many documents. We
only want similarities between documents, so it is not good that
similarity are effected by importance value.

On the contrary, the outputs of diffusion kernel (Table 5) have
more similar documents than the output of von Neumann kernel
and more contain the key word of target document, like ‘discourse’
and ‘speech’ than the output of von Neumann kernel. Output of dif-
fusion kernel also are not the documents that have very high HITS
rank. Thus, diffusion kernel returns more convincing output than

von Neumann kernel.

d Approach to Multilingual



‘lable 3 Number of outputs returned by each method

method average
Co-reference coupling AT A 19.7
Co-citation coupling AAT 477

Diffusion kernel (co-reference graph) 80.4

Diffusion kernel (co-citation graph) 1124

von Newmann kernel (co-reference graph) | 79.7

von Newmann kernel (co-citation graph) 1093

In order to remove the effect of HITS rank, we then use von Neu-
mann kernel with normalization. Table 6 shows that, the ranking
given by von Neumann kernel with normalization is similar to the
one output of diffusion kernel.

In summary, there are two differences in the results between dif-
fusion kernel and von Neumann kernel. The first is that we must
normalize the similarity values in von Neumann kernel to remove
the effect of HITS rank. On the contrary, similarity values are auto-
matically normalized in diffusion kernel.

The second is that the similarity score of these methods. The sim-
ilarity values of results of von Neumann kernel with normalization
are much bigger than the that of diffusion kernel.

5. Related work

So far, in this paper, we computed separately citation similarity
and reference similarity in diffusion kernel. But in practice, their
information should be integrated in some tasks. In order to compute
similarity among papers more precisely,

Small’s similarity was used for clustering documents. This simi-
larity measure is made by integrating four similarity measures.

Given given a adjacency matrix A of of citation graph G

¢ dc;j (direct citation) de;y = 1iff Ai; = 1 or A]T,v =1
otherwise 0,

* be;j (co-citation coupling) AT A;; or AT Aji : co-citation
coupling between document i and document j

* ceij (co-reference coupling) AAT; or AAT, : co-reference
coupling between document i and document j

¢ lc;; (longitudinal citation) lc;; is the number of times 1 cite
a paper that cites j

Given four similarity measures (dc;;, besj, ccij, leij) between

two documents i and j, Small’s similarity are given by

sy = 2dci; + beij + ceiy + ey
V(1 +n:) + (1 +n5)
where n; and n; are degree of ¢ and j.

Like Small’s similarity, our similarity measure could be inte-
grated. Integrating sﬁnilan'ty measures, the relatedness among doc-
uments might be measured more precisely.

Given adjacency matrix A of of citation graph G, At fist we add

each matrix that represent measures.

(AT A) + BAAT) +4(A+ A7) (a+B+v=1)

‘Table 4 von Neumann kernel with non normalization results on "Discourse
Structure in Spoken Language: Studies on Speech Corpora’ (co-

citation similarity)

1 2 87.6 33 Attention, Intentions, and the Structure of Discourse

2 4 573 3 Building a Large Annotated Corpus of English:The Penn
Treebank

3 2 5001 71 Assessing Agi on Classification Tasks: The Kappa

Statistic (Squibs and Discussions)
4 2 489 20 Lexical Cohesion Computed by Thesaural Relations as an
Indicator of the Structure of Text

5 2 461 72 Mixed Initiative in Dialogue: An Investigation Into Discourse

Segmentation

6 2 460 94 Centering: A Framework for Modeling the Local Coherence
of Dscourse

7 2 438 25 Multi-Paragraph Segmentation of Expository Text

8 2 436 38 Empirical Studies on the Disambiguation of Cue Phrases

9 2 383 84 A Prosodic Analysis of Discourse Segments in Direction-

Giving Monologues
10 2 369 106 Cuesand Control in Expert-Client Dialogues

Table 5 Diffusion kernel results on "Discourse Structure in Spoken Lan-
guage: Studies on Speech Corpora’ (co-citation similarity)

1 2 0.00457 266 Accent and Discourse Context: Assigning Pitch
Accent in Synthetic Speech

1 2 0.00457 268 Classifying Cue Phrases in Text and Speech Using
Machine Learning

1 2 0.00457 267 A Discourse Analysis Approach to Structured
Speech

1 2 0.00457 270 The Intonation Structuring of Discourse

1 2 0.00457 236 Developing Algorithms for Discourse Segmenta-
tion

6 2 0.00453 257 Tense Interpretation in the Context of Narrative

6 2 0.00453 246 A Computation Theory of the Function of Clue
‘Words in Argument Understanding

8 2 0.00440 205 Heterogenous Uncertainty Sampling for Super-
vised Learning

9 2 0.00437 119 Tense Tree as the “Fine Structure” of Discourse

10 2 0.00436 194 Limited Attention and Discourse Structure (Squibs

and Discussions)

where ATA, AAT, and (A + AT) are represent co-citation cou-
pling, co-reference coupling, direct link respectively. then, this ma-
trix represent undirected weighted graph, so we can compute the

diffusion process smoothly.
6. Conclusions

‘We proposed new methods for measuring documents similarity
on the basis of kernel methods, a diffusion kernel and von Neu-
mann kernel. Our methods compute similarity of citation and ref-
erence respectively,like co-citation coupling and co-reference cou-
pling. In addition our methods can compute the similarity between
documents when their distance is over 2.

We tested the performance of our methods with examples in real
data, and showed our methods can return the related documents to
target document, even if they do not cite or are not cited by the same
documents. Then we compared the performance between diffusion

kernel and von Neumann kernel. Finally, we proposed integration



‘lable

6 von Neumann kernel with normalization results on ’Discourse
Structure in Spoken Language: Studies on Speech Corpora’ (co-
citation similarity)

2 0551 268 Classifying Cue Phrases in Text and Speech Using
Machine Learning

2 0.551 236 Developing Algorithms for Discourse Segmenta-
tion

2 0.551 267 A Discourse Analysis Approach to Structured
Speech

2 0551 270 The Intonation Structuring of Discourse

2 0551 266 Accent and Discourse Context: Assigning Pitch
Accent in Synthetic Speech

2 0434 119 Tense Tree as the “Fine Structure” of Discourse

2 0430 196 Evaluating Automated and Manual Acquisition of
Anaphora Resolution Strategies

2 0376 205 Heterogenous Uncertainty Sampling for Super-
vised Leaming

2 0372 246 A Computation Theory of the Function of Clue
Words in Argument Understanding

10 2 0367 103 Intention-Based Segmentation: Human Reliability

and Correlation with Linguistic Cues

of our methods, on the basis of Small’s similarity.
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