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Investigation of Rule Interestingness in Medical Data Mining
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Abstract This research experimentally investigates the performance of conventional rule interestingness measures
and discusses their availability to supporting KDD through system-human interaction. We compared the evaluation
results by a medical expert and that by several selected measures for the rules discovered from the medical test data
on chronic hepatitis. The measure on antecedent-consequent dependency using all instances showed the highest
performance, and ones on the both of dependency and generality the lowest under this experimental condition. The
whole trend of the experimental results indicated that the measures detected really interesting rules at a certain
level and offered us the rough guideline to apply them to system-human interaction.
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human interaction in medical domain, we have been conduct-

1. Introduction ing case studies using medical test data on chronic hepatitis.

The concern with the contribution of data mining to
Evidence-Based Medicine (EBM) has been growing for the
last several years, and there have been many medical data
mining studies [18],[24]. It is experientially known as the
important factor influencing on discovered knowledge qual-
ity how to pre-/post-process real ill-defined clinical data and
how to polish up rules through the interaction between a sys-
tem and its human user. However, it has not been discussed
enough {1].

Thus, to discuss the pre-/post-processing and the system-

We estimated that the temporal patterns of medical test re-
sults would be useful for a medical expert to grasp diagnosis
and predict prognosis. We then obtained the graph-based
rules predicting the future pattern of GPT, one of major
medical tests. We iterated the rule generation by our min-
ing system and the rule evaluation by a medical expert two
times [25].

As the results, we obtained the knowledge on the rule in-
terestingness for a medical expert and learned the lessons
on the pre-/post-processing and the system-human interac-



tion in medical domain. We then focused on system-human
interaction and proposed its concept model and its semi-
automatic system framework [26]. These case studies made
us recognize the significance of clarifying the rule interesting-
ness really required by a human user and that of feedbacking
such information to a mining system.

Therefore, this research has the following two purposes:
(1) investigating the conventional interestingness measures
in Knowledge Discovery in Databases (KDD) and comparing
them with the rule evaluation results by a medical expert,
and (2) discussing whether they are available to support
system-human interaction in medical domain.

In this paper, Section 2. introduces conventional interest-
ingness measures and shows the selected several measures
suitable to our purpose. Section 3. notes the experimental
conditions and results to evaluate the rules on chronic hep-
atitis with the measures and to compare them with the eval-
uation results by a medical expert. In addition, it discusses
the availability of the measures for system-human interac-
tion support. Finally, Section 4. concludes the paper and
comments on the future work.

2. Related Work

2.1 Outcome of Our Previous Research

We have conducted the case studies to discover the rules
on diagnosis and prognosis from a chronic hepatitis data set.
The set of the rule generation by our mining system and the
rule evaluation by a medical expert was iterated two times
and leaded us to discover the rules valued as interesting ones
by the medical expert.

We used the data set of the medical test results on viral
chronic hepatitis [12]. Before mining, we finely pre-processed
it based on medical expert’s advice since such a real medi-
cal data set is ill-defined and has many noises and missing
values. We then extracted the representative temporal pat-
terns from the data set by clustering and generated the rules
consisting of the patterns and predicting the prognosis by a
decision tree [2].

Figure 1 shows one of the rules, which the medical expert
focused on, obtained in the first mining. It estimates the
future trend of GPT, one of major medical tests to grasp
chronic hepatitis symptom, in the future one year by using
the change of several medical test results in the past two
years. The medical expert commented on it as follows: the
rule offers a hypothesis that GPT value changes with about
a three-years cyclic, and the hypothesis is interesting since
it differs from the conventional common sense of medical ex-
perts that GPT value basically decreases in a monotone.

‘We then improved our mining system, extended the obser-
vation term, and generated new rules. Figure 2 shows two
of the rules, which the medical expert valued, obtained in
our second mining. The medical expert commented on them
that they imply GPT value globally changes two times in the
past five years and more strongly support the hypothesis of
GPT’s cyclic change.

The literature [25] explains the details of our previous re-
search, namely the pre-processing methods, the developed
system, and the process of rule generation and evaluation.
Refer it if you need to know the details.

As the next research, we tried to systematize the knowl-
edge obtained in the previous research, on the pre-/post-
processing suitable to medical data and the system-human
interaction to polish up rules. Especially on system-human
interaction, we formulated its concept model that describes
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Fig.1 Rule valued by a medical expert in the first mining.
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Fig.2 Rules valued by a medical expert in the second mining.

the roles and the functions of a system and a human user
(See Figure 3) and the framework to support semi-automatic
system-human interaction based on the model (See Figure 4).

As shown in Figure 3, a mining system discovers the rules
faithfully to the data and offers them to a medical expert
as the materials for hypothesis generation and justification.
While, the medical expert generates and justifies a hypoth-
esis, a seed of new knowledge, by evaluating the rules based
on his/her domain knowledge. ‘A system to support such in-
teraction requires the function to generate and present rules
to a medical expert based on their validity at the viewpoints
of objective data structure and subjective human evaluation
criteria. The flow of “System Evaluation” and “Human Eval-
uation” in Figure 4 means that.

Note that the word ’justification’ in this paper does not
mean the highly reliable proof of a hypothesis by additional
medical experiments under strictly controlled conditions. It
means the additional information extraction to enhance the
reliability of an initial hypothesis from the same data.

The literature [26] explains the details of the concept model
of system-human interaction and the framework for semi-
automatic system-human interaction. Refer it to know the
details.

These our researches notified us that it is required for
realizing the framework in Figure 4 to investigate the rule
interestingness measures available for “System Evaluation”
and the relation between “System Evaluation” and “Human
Evaluation”. Therefore, this research selects several conven-
tional measures and compares the rule evaluation results by
them with “Human Evaluation”, namely that by a medical
expert.
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Fig.4 Framework for semi-automatic system-human interaction.

2.2 Rule Interestingness Measures

Rule interestingness is one of active research fields in KDD.
There have been many studies to formulate interestingness
measures and to evaluate rules with them instead of humans.
Interestingness measures are categorized into objective and
subjective ones. Objective measures mean how a rule is
mathematically meaningful based on the distribution struc-
ture of the instances related to the rule. Subjective measures
mean how a rule fit with a belief, a bias, or a rule template
formulated beforehand by a human user [13].

Objective measures are mainly used to remove meaningless
rules at the viewpoint of data structure rather than to dis-
cover really interesting ones for a human user, since they do
not include domain knowledge (3], [5], [6], [9], [15], [22], [23],
[28], [31],[33]. On the other hand, subjective measures are
available to discover really interesting rules to some extend
due to their built-in domain knowledge. However, they de-
pend on the precondition that a human user can clearly for-
mulate his/her own interest [16], [17], [20], [21], [27], [29], [30].
Few subjective measures adaptively learn real human inter-
est through system-human interaction [7].

The conventional interestingness measures, not only objec-
tive ones but also subjective ones, do not directly reflect the
interest that a human user really has. To avoid the confu-
sion of real human interest and the interestingness measures,
we define them as follows (Note that while we define “Real
Human Interest” by ourselves, the definitions of the other
terms are based on many conventional studies on interest-
ingness measures):

Objective Measure: The feature such as correctness,
uniqueness, etc. of a rule or a set of rules, mathematically
calculated using data structure. It does not include human

evaluation criteria. Subjective Measure: The similarity
or the difference between the information on interestingness
beforehand given by a human user and that obtained from
a rule or a set of rules. Although it includes human evalua-
tion criteria in its initial state, its calculation of similarity or
difference is mainly based on data structure. Real Human
Interest: The interest in a rule, which a human user re-
ally feels in his/her mind. It is formed from the synthesis of
human natural cognition, individual domain knowledge and
experiences, and the influences of the rules that the human
user evaluated before.

2.2.1 Objective Measures

Objective measures are the mathematical analysis results
of data distribution structure. There are many objective
measures, and they can be categorized into some groups us-
ing evaluation criterion, evaluation target, and theory for
analysis. The evaluation target means whether an objective
measure evaluates a rule or a set of rules. This research deals
with not the objective measures for a set of rules [10], [13] but
ones for a rule, because it focuses on the quality of each rule.

Table 1 shows some major objective measures. They as-
sume one of the following evaluation criteria and examine
how a rule matches with the criteria by calculating the in-
stance distribution difference between the data and the rule
or between the antecedent and the consequent of the rule.

Correctness: How many instances the antecedent and/or
the consequent of a rule supports, or how strong their
dependence is [15], [22], [23], [28], [31]. Information Plenti-
fulness: How much information a rule possesses [9]. Gen-
erality: How similar the trend of a rule is to that of all
data[6]. Uniqueness: How different the trend of a rule is
from that of all data [3], [5], [33] or the other rules (6], [23].

Although objective measures are useful to automatically
remove obviously meaningless rules, some evaluation criteria
have the contradiction to each other such as generality and
uniqueness. In addition, the evaluation criterion of an ob-
jective measure may not match with or may contradict real
human interest. For example, a rule with a plenty of infor-
mation may be too complex for a human user to understand.
Many of the objective measure proposers showed the validity
of their measures with mathematical proofs or the experi-
mental results using benchmark data. However, they hardly
conducted the comparison between their measures and the
other ones or the investigation of the relation between their
measures and real human interest for a concrete application.

2.2.2 Subjective Measures

Subjective measures are the similarity or the difference be-
tween the information given by a human user and that by
a rule. There are several subjective measures, and they can
be categorized into some groups using human evaluation cri-
terion, method to give information from a human user to
a mining system, theory for calculating similarity or differ-
ence (4], [16], [17], [19] ~[21], {27], [30]. We do not mention the
details of subjective measures, because this research mainly
focuses on the relation between objective measures and real
human interest.

2.2.3 Selection of Interestingness Measures

This research experimentally investigates the availability
of objective measures by comparing them with real human
interest in medical domain. As mentioned in Section 2.2.1,
the evaluation criteria of objective measures are obviously
not the same of humans, since objective measures do not in-
clude the knowledge on rule semantics. However, they may
be available to support the KDD through system-human in-
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Table 1 List of the objective measures of rule interestingness. The measures used in this research have the symbol ™. The
following symbols in the column ’Calculation’ mean what is used to calculate the measure. N: Number of instances in-
cluded in the antecedent and/or the consequent. P: Probability of the antecedent and/or the consequent. 8: Statistical
variable based on P. I: Information of the antecedent and/or the consequent. D: Distance of the rule from the other
rules based on rule attributes. C: Complexity of the tree structure of the rule.

Name Calculation | Evaluation Criterion

Rule Interest [28] Dependency between the antecedent and the consequent
Support * Generality of the rule

Precision (Confidence) * Performance of the rule to predict the consequent

Recall * Performance of the rule not to leak the consequent

Accuracy Summation of the precision and its converse of contrapositive
Lift * Dependency between the antecedent and the consequent
Leverage * Dependency between the antecedent and the consequent

Reliable Exceptions [22]

Rule with small support and high precision

Gray and Orlowska’s measure (GOI) *[8]

Multiplication of the support and the antecedent-consequent dependency

Surprisingness [5]

Rule occurring Sympson’s paradox

x? measure 1 *[23]

Dependency between the antecedent and the consequent

x? measure 2 [23]

Similarity between two rules

J-Measure [31] *

Dependency between the antecedent and the consequent

&

General Measure [15]

Fusion of the x2 measure 1 and the information gain measure

Distance Metric [6]

Distance of the rule from the rule with the highest coverage

Dong and Li’s measure [3]

Distance of the rule from the other rules

Peculiarity [33]

Distance of the attribute value from frequent attribute values

Qoo |=|n|nlv|Y|Y Tv|(v|Y|Y|TY|TY|=Z

I-Measure [9]

Complexity of the rule

teraction if they possess a certain level of performance to
detect really interesting rules. That is the motivation of this
research. The investigation of subjective measures will be
our future work.

From the objective measures shown in Table 1, we se-
lected the followings as the investigation targets: the most
popular ones (Support, Precision, Recall, Lift, and Lever-
age), probability-based one (GOI[8]), statistics-based one
(x* measure 1[23]), and information-based one (J-Measure
(31]).

3. Comparison between Objective Mea-
sures and Real Human Interest

3.1 Experimental Conditions

In our previous researches, we repeated the data min-
ing process two times using a dataset of chronic hepatitis
and generated a set of rules for each mining (Refer Section
2.1). After each mining, a medical expert evaluated the rules
and gave each rule one of the following rule quality labels:
"Especially-Interesting’, 'Interesting’, ’Not-Understandable’,
and ’'Not-Interesting’. ’'Especially-Interesting’ means that
the rule was a key factor to generate the hypothesis of GPT’s
cyclic change in the first mining or to justify it in the second
mining. As the results, we obtained 12 and 8 ’Interesting’
rules in the first and the second mining, respectively.

In this research, we applied the objective measures selected
in Section'2.2. 3 to the same rules and sorted them in the de-
scending order of their evaluation values. We then regarded
the rules from top to 12-th in the first mining and that to
8-th in the second mining as 'Interesting’ ones judged by the
objective measures.

Note that there are two types of GOI [8], GOI-D (GOI em-
phasizing Dependency) and GOI-G (GOI emphasizing Gen-
erality). GOI is the multiplication of antecedent-consequent
dependency and generality factors and possesses a parame-
ter to balance them. Therefore, we used GOI-D in which
the weight of the dependency factor was twice that of the
generality one and GOI-G with the adverse condition.

3.2 Results and Discussion

The upper and the lower tables in Table 2 show the evalu-
ation results in the first and the second mining, respectively.
The caption of Table 2 explains the contents of these tables
in detail. The tables describe how the evaluation results of
an objective measure matches with that of the medical ex-
pert. The white cells in the square on the left side of a table
mean the evaluation concordance on 'Interesting’. Similarly,
that in the gray-colored columns means that on "Especially-
Interesting’. Therefore, the number of the former and the
latter describes the detection performance of an objective
measure on 'Interesting’ and "Especially-Interesting’, respec-
tively.

To grasp the whole trend of the experimental results, we
define the comprehensive criteria to evaluate the objective
measure’s performance as follows: #1 Performance on 'In-
teresting’ (the number of 'Interesting’ rules judged by an ob-
jective measure per that by the medical expert), #2 Perfor-
mance on 'Especially-Interesting’ (the number of 'Especially-
Interesting’ rules judged by an objective measure per that
by the medical expert), #3 Count-based performance on all
evaluation (the number of rules with the same evaluation re-
sults by an objective measure and the medical expert per
that of all rules), and #4 Correlation-based performance on
all evaluation (the correlation coefficient between the evalua-
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Table 2 Evaluation results by a medical expert and the selected objective measures, for the rules obtained in the first mining
(the upper table) and that in the second one (the lower table). Each line means a set of evaluation results of the medical
expert or the objective measure, and each column means each rule. The rules are sorted in the descending order of the
evaluation values given by the medical expert. The rules judged ’Interesting’ by the medical expert are surrounded by
a square, and ones judged ’Especially-Interesting’ are colored in gray. In the line of medical expert’s evaluation, EI:
’Especially-Interesting’, I: ’Interesting’, NU: 'Not-Understandable’, and NI: 'Not-Interesting’. In the lines of objective
measure’s evaluation, white cell: “Same as medical expert’s evaluation”, and black cell: “Different from that”. In
the four columns in the right side, #1: Performance on ’Interesting’, #2: Performance on 'Especially-Interesting’, #3:
Count-based performance on all evaluation, and #4: Correlation-based performance on all evaluation.

tion results by an objective measure and that by the medical
expert).

At first, we discuss on the results in each mining. As
shown in the upper table of Table 2, x? measure 1 and Re-
call demonstrated the highest performance, and J-Measure,
GOI-D, GOI-G, and Support the lowest in the first min-
ing. While, in the lower table of Table 2, x? measure 1 and
Lift demonstrated the highest performance, and J-Measure,
GOI-D, and Support the lowest in the second mining. Al-
though the objective measures with the highest performance
failed to detect some of ’Especially-Interesting’ and 'Inter-
esting’ rules, their availability to supporting system-human
interaction was confirmed at a certain level.

Next, we discuss on the whole trend of the results through
the first and the second mining. X2 measure 1 maintained
the highest performance, and J-Measure, GOI-D, and Sup-
port the lowest. Although the performance of Recall and
Lift slightly changed, there was no objective measure with
dramatic performance change.

We then consider why such trend appeared comparing it
with the analysis of medical expert’s comments on evalua-
tion. The analysis illustrated the following points of medical
expert’s observation: (1) the medical expert focused on the

shape of temporal patterns in a rule rather than the rule
performance to predict prognosis, (2) he evaluated a rule
considering the reliability, the unexpectedness, and the other
factors, and (8) although the reliability was one of important
evaluation factor, many reliable rules were not interesting
due to their well-knownness.

The highest performance of x2 measure 1 may be caused by
(1). Only x* measure 1 uses the instances for the all combi-
nation of supporting the antecedent, not supporting the an-
tecedent, supporting the consequent, and not supporting the
consequent [23]. Accordingly, it valued the rules in which the
temporal patterns in the antecedent and that in the conse-
quent were smoothly connected. This feature of x? measure
1 possibly met the medical expert’s needs. While, the lowest
performance of Support seems to be deserved by considering
(8). The reason of the lowest performance of J-Measure and
GOI-D can be estimated base on (2). J-Measure and GOI-
D consists of the generality and dependency factors (8], {31],
and the balance of these factors was not the same in medical
expert’s mind in this experiment.

We then summarize the results and the discussions so far:
x> measure 1[23] showed the highest performance, and while
J-Measure [31], GOI-D [8], and Support the lowest under this



experimental conditions. The objective measures used here
possessed not enough but a certain level of performance to
detect really interesting rules. The results indicated that the
availability of the objective measures for supporting KDD
through system-human interaction.

4. Conclusions and Future Work

This research discussed how objective measures can con-
tribute to detect the interesting rules for a medical ex-
pert through the experiment using a real chronic hepatitis
dataset. The objective measures used here possessed a cer-
tain level of detection performance, and then their availabil-
ity for system-human interaction was indicated. In our future
work, we will design the system-human interaction function
using objective measures based on this research outcome and
equip it to our rule discovery support system. In addition,
we will continue the case studies on objective and subjective
measures from the viewpoints of not only post-processing but
also rule quality management.
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