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A Framework For Knowledge Discovery in
Multivalued Tables Using Rough Set Approach

NGUYEN THANH THUY * and NGUYEN NGoc HIEU ft

In data mining area, researchers have proposed methods to discover decision rules that
are based on rough set approach. Most of these methods do not have ability to handle
multivalued information systems, though this type of information systems appears frequently
in practical problcmsl)~6)4 In this paper, we propose an approach based on rough set to handle
multivalued information systems. With the model designed from this approach, we propose
two algorithms to discover minimal decision rules from multivalued information systems. In
addition, we make a comparison between this method and other classical ones.

1. Introduction

The thcory of rough set is a recent approach
to deal with incomplete information. There arc
many types of incomplete information, but in
this paper, we consider the incomplete informa-
tion whose vagueness results from multivalued
attributes. This kind of incomplete informa-
tion systems is called multivalued information
systems or multivalued tables (MIT). Let us
consider an example of MIT in Figure 1.

In this system, Diagnosis and Symptoms
attributes are multivalued ones. Thrombosis
attributes is assigned classify attribute by the
experts. It is very difficult to know which rules
experts use for classification is also that is the
task we are dealing with.

In the classical rough set approach, two ob-
jects are considered as mutually indiscernible if
their value pairs are identical on all attributes.
When considering MIT, if we replace compar-
ing single values with comparing the sets of val-
ues by using the set theory equality relation, we
obtain decision rules of which conditional parts
have the form A; = d;;. where A; is j* at-
tribute, d;; is a set of i" object’s atomic values
of attribute A;. Such conditions may be too
strict. The reason is that very few objects are
absolutely equal on every attribute-value; and
some values in d;; may be unnecessary for clas-
sification purposes. Therefore, using sets of val-
ues in decision rules leads to increase the com-
plexity as well as limits the induction power.
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A method to discover knowledge {rom MIT
by transforming MIT into single-valued infor-
mation systems is proposed in?. Each object
of original system is transformed into a set of
objects in the new system. In this case, a wrong
possibility to distinguish the objects or an in-
correct classification can be created (one object
can belong to different classes).

In this paper, we propose an approach to han-
dle MIT by replacing equality relation in clas-
sical rough set approach with a certain equiva-
lence relation on the domain of each attribute.
Hence equivalent objects can be allowed to
have different attribute-values. Moreover, de-
cision rules describe the relation of attribute-
value classes (instead of describing rclation of
attribute-values in the way of classical decision
rules!®).

This paper consists of four parts: 1) Intro-
duction 2) Basic notions and propertics 3) Dis-
covery of decision rules 4) Conclusions.

2. Basic Notions and Properties

2.1 Multivalued Information Systems

Definition 1: Let MIT = (OB, AT.p),
in which OB = {01,0,,...,0,} is a set
of objects, AT = {A{,As,...,An} is a sel
of attributes. Let D; is domain of Aj,
each D; has an equivalence relation p; €
p that partitions D; into equivalent classes

D;/pj = {lai],,la: € D;}.

Each O, € OB has the following form:

0; = (dil\ di?r s -,d"n)

{al,ag,..\.ak} Q D].

where d;; =
Then O; can be expressed in the form

(10)



ID aCL IgG | ... Diagnosis Symptoms Thrombosis
1124385 0 SjS thrombocytepenia, 3
1430761 2 SLE CNS lupus 2
1936676 1150.7 abortion abortion, epilepsy 1
3192610 80.3 APS CVA, epilepsy 1
3296266 1.5 ... | SLE, SjS, Cliogloblin+ CNS lupus 2
4061234 4.3 SLE Apo, convulsion 1
4746661 1.1 SjS(CNS) CNS lupus 2
4763954 374.12 ITP, APS thrombocytopenia 3
5512586 34 APS, Budd-Chiari Budd-Chiari 1

Fig.1 A multivalued information systems)

di/p1,dia/p2, . ... dim/pm), where d;j/p; are
all equivalent classes that are created by equiv-
alence relation p;.  Notation d;jp;dg; or
A;(0;)p;A;(Oy) is used to denote di;j/p; =
dij/pj- Assuming B C AT, symbol pg in-
dicates an equivalence relation that is created
by all equivalence relations p;, where A; €
B. Then, pp partitions OB into equivalence
classes.
OB/pp = {[Oi]pg |0; € OB, B C AT}.

The relation p = par classifies all objects of
OB of MIT.

Definition 2: A multivalued decision infor-
mation system (MDT) is a MIT with struc-
ture M DT = (OB, AT U DC, p), in which AT
is a set of condition attributes, DC is a set of
decision attributes, (AT N DC = 0).

Ezample 1: Let MIT = (OB, AT, p), in which
AT = {A,B}, Da = {a1,az,a3} is the do-
main of A. There is an equivalence rela-
tion ps on D4 that creates equivalence classes
{{a1,a3},{a2}}. Dp = {b1,by} is domain of
attribute B with pp as an equality relation.

We have: Da/pa = {[aa], as]} = {las], [az]};
DB/PB = {[bl], [bz]} Conspicuously, OB/pAB
can have at most 9 classes, while in classical
approach OB can have at most 21 classes.

So, considering MIT helps to reduce a large
number of equivalence classes, simplifying the
process of data mining, which result in the num-
ber of discovered rules sharply reduced, mean-
while ensuring to cover the set of all objects in
the table.

2.2 Approximations of Set
Definition 8: Let MIT = (OB, AT, p), X C

OB and B C AT. We defines:

e B st is lower approzimation of X by pp
it B,,X = U{O: € OB|[O/],, C X} —
U{Y € OB/pplY C X}.

) Ep X is uppper approzimation of X by pp
if BPBX = U{Ol (S OBHO,],,B NX# 0} =
U{Y € OB/JpslY N X # 0}

Similar to classical information system,
B PBX is a set of objects that certainly be-
long to X, while B,, X is a set of objects that
possibly belonging to X. Symbol BN,,(X) =
B,p X\B,, X is boundary region of X that con-
sists of all of objects that can not be certainly
classified into X in B. OB\B,,X is outside
region of X consisting all of objects that does
not certainly belong to X.

X is said to be rough if its boundary region
is non-empty, otherwise X is crisp.

The properties of approximations in M IT are
absolutely alike in classical models. The way to
prove these properties is similar to the way in®.

Definition 4: Let MDT = (OB, ATUDC, p).
POS7(DC) is called AT-positive region of
DC if
POSar(DC)= |
X€OB/ppc

AT, . (X)

2.3 Rough membership function

Definition 5: Let MIT = (OB, AT, p), X C
OB, BC AT, z € OB.
Rough membership function
Z)ps N X|
et - a0
T)ppl
determines the degree that = belongs to X, if
considering only in B. Value of function u45? ()
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can be interpreted as conditional probability.
Conspicuously, p5? € [0,1].

Rough membership function can be used to
redefine approximations and boundary region
of a set as follow:

B, X = {z € OBluf (@) = 1}
Bow X = {z € OBuS? (z) > 0)
BN, (X) = {z € OB|0 < pff(z) < 1}

Rough membership function can be general-
ized as follow:

pxy) = ZG7L in which XY C OB, X #
(), determine degree of relation between X and
Y.

2.4 Dependency of attributes

Definition 6: Let MIT = (OB, AT, p). Con-
sider two sets of attributes B,C C AT. We
say C s called absolutely dependent on B, de-
noted by B -2 C if OB/pp is softer than
OB/pc. C is called dependent on B at level
k (0 < k < 1), denoted by B £, C, where
k = ~v(B,C) = JﬂOTgiB(lgﬂ. Conspicuously,

1B, (X)I
7(B7C) = Z — .
X€eOB/pc o8
We have a remark that B 2 C if and only
if B2 C.

2.5 Reduction of Information system

Considering MIT = (OB, AT, p) with n ob-
jects. MIT may contain some redundant at-
tributes and attribute-values i.e if removed,
they do not affect the classification. Thus we
only need to keep indispensable attributes and
attribute-values that maintain the equivalence
relation and approximations of a set. We call
the minimal subset of such attributes is the re-
duction of an information system.

Definition 7: Let MIT = (OB, AT,p). A
non-empty subset B C AT with subsets V4, C
D;/p; (A; € B,Dj is domain of A;) is called
a reduction of AT, denoted as Reduct,(AT) if
and only if OB/pg = OB/par .

Definition 8: Let MDT = (OB, ATUDC, p).
A € AT is called a dispensable attribute in
MDT if POSar(DC) = POS(ar-{a})(DC);
otherwise A is an indispensable attribute in
MDT. Let CORE,(AT) is a set of all indis-

pensable attributes of AT.

Proposition 1:
CORE,(AT) = | Reduct ,(AT)
The solution is similar to the solution in®.
3. Discovery of Decision Rules

In this part, we use the approach that is based
on rough set to discover the set of minimal de-
cision rules for MIT. The set consists of the
rules, each of which has the smallest number of
descriptors such that guarantee to cover the set
of all objects in the information system.

3.1 Discernibility Matrix Based Dis-
covery Minimal Decision Rules

Definition 9: Let MDT = (OB, AT UDC, p)
with n objects, m attributes (including decision
attributes). M(T) = [¢;;] is called discernbility
matrix of M DT with elements ¢;; to be deter-
mined as follows:
cij = {v € Ax|Ar € ATUDC,

v = {Ak(0:)/pr — Ak(O;)/px}}
ij=1,....n
k=1,...,m
cij is a set of all labels of equivalence classes
allowing to distinguish O; and O;.

Algorithm 1: To determine minimal de-
cision rules
Input: MDT = (OB, AT U DC, p)
with n objects, m attributes.
Output: Set of minimal decision rules of M DT.
begin
Generate discernibility matrix M(T) = [c;;],
cij = U{v|v = {Ak(0;)/px — Ak(0;)/px}}
,j=1,..mk=1,..m
for every row ¢ of M(T) do
for every vg = {v € Dy, DxeDC} do
begin
Set fq:= /]\{ V (v € cij|v # vy, ¢ij D vg)}

find prime implicants of f;

Generate decision rules :
“if condition then decision”,
with condition is prime implicant of fy
and decision is vg

end
Keep only one of the identical rules
end.
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Ezample 2: Let MDT = (OB, AT U DC, p), in
which:

AT = {A;, As}

DC = {As}

Dy, ={0,1,2,3,4,5,6,7}

Dy, = {0,1,2,3,4,5,6,7,8}

Dy, ={0,1,2,3,4,5,6,7,8,9,10}
On Dg,, Da,, D4, are equivalence relations
PAL, PAss PA; Tespectively.

With pa,, we have: [a1] = {0,1}, [ag] =
{2,3}, [a3] = {4,5,6,7}.

With pa,, we have:[b;] = {0,5,6,8}, [bo] =
{1,2.3,4}, [bs] = {7}.

With pa,, we have: [di] = {0,1,2}, [d2] =
{37 4,5, 6}7 [d.'i] = {7? 8}! [d4] = {97 10}

The figures 2,3,4 show the original MDT,
MDT after applying p, and the discernbility
matrix of the MDT respectively.

Applying the above algorithm, we have:
Consider row 1:

e For [dl] t fa = ([az]V[bll)/\([al]\/[bg]). Be-

cause fy has four implicants, we have four

rules:
= [a1] A [ag) = [di]
= [a] A [by] = [dy]
= [ag] A [bg] = [di]
= [ba) A bo] = [di]
o For [dy] : f4 := [a1]. Then we have the rule:
= [a1] = [d2]

Similarly, we obtain the set of all rules of the
MDT above.

Assume that zs with condition attribute
values Aj(zs) = {0,1} C [a1], Az(zs) =
{0,5,6,8} C [b1]. Clearly, 5 matches the rule
[a1] A [b1] = [d1]. However, in the classical ap-
proach no decision is generated with condition
attribute values of 5.

The above algorithm is well applied in M IT's
that are consistent. However, the algorithm
produces a set of rules of which some rules con-
flict with others if MIT is inconsistent. In or-
der to solve this problem, we propose an algo-
rithm that combines Variable Precision Rough
Set model'?) with Apriori algorithm.

3.2 Combining Rough Set Approach
With Apriori Algorithm To Dis-
cover Minimal Decision Rules

Consider inconsistent MIT. According to

the classical rough set approach, decision rules
are generated from approximations of decision
classes. The set of rules are classified into two
basic kinds: certain and approximate. For each
decision class, certain decision rules are gener-
ated from objects belonging to its lower approx-
imation, approximate decision rules are gener-
ated either from upper approximation or from
the boundaries of this decision class with other
classes!0).

In this combined algorithm, we apply Vari-
able Precision Rough Set model to generate the
set of decision rules R with confidence « by cal-
culating positive region of MIT. Then we use
Apriori algorithm to produce decision rules AR
that satisfy @ ; simultaneously remove redun-
dant attribute values of R. After that, we ob-
tain the set of minimal decision rules RULES
with the corresponding confidence.

Algorithm 2: To determine minimal de-
cision rules with confidence «
Input: MDT = (OB, AT U DC, p)
with n objects, m attributes;
« is confidence.
Output: The set of minimal decision rules
RULES of MDT with confidence c.
begin
for every X € OB/p do
begin
Set AT, X (o) = U{Y € OB/p|Y* C X}
where Y* C X denoting %(;—rl <a
Generating decision rule r with
confidence o from objects of AT, X (c)
R=RUT
end
for every A; € AT U DC do
begin
//Consider D;/p; as items
Apply Apriori in A; to obtain associate
rules AR; with confidence 1
AR1 = UAR;
end
//Consider A;(O;)/p; as items
Apply Apriori in MDT to obtain associate
rules AR2 with confidence «
// The rules in form left = right, where left
// and right are sets of attribute value classes
filter (AR2, AR1)
filter (R, ARI)
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OB Al A2 A3
x1 {0,2,3} 0,1,2,5,7} 1,3}
x2 {1,4,5,6,7} 2,3.4,7} 3,7,9,10}
x3 {3} 1.4,7} {4,5,6,7,8}
x4 {2,3,4} {3,5,6,7} {1,2}
Fig.2 Original MDT
OB Al A2 A3
X1 ([a1], 22} ([b1], [b2], 53]} T[a1], @2}
x2 {[a1], [a3]} {[b2], [b3]} {[d2], [d3], [d4]}
x3 {[a2]} {bl,b3} d2], [d3]}
x4 ([22], [a3]} (b1}, [b2], [b3]} )]
Fig.3 MDT after applying p
x1 x2 x3 x4

x1 [a2],|b1],[d1] [a1],[b2],[d1] al],[d2

) 3] [a3L,[d4] [a1],[a3],[b2].[d4] | [a1],d2],[d3],[d4]

x3 d3 [a2],[b1] d2],[d3

x4 a3 2], bll.[d1] | [3],b2,[d1]

Fig.4 Discernbility matrix of MDT

// Associate rules AR2 are then minimal
for every ar2; € AR2 do
begin
if left(ar2,)NDom(DC)/p # 0
then go to next rule
else
if right(ar2; )NDom(DC)/p # 0
then
begin
Remove elements of Dom(AT)/p
possibly in right(ar2;)
RULES=RULES U ar2;
end
else
if ar2,; with confidence 1
then filter(R, ar2;)
end
RULES=RULESUR
end.
// Procedure use R2 to remove redundant
// values in R1
procedure filter(R1={r1;}, R2={r2;})
begin
for every r1; € RI do
for every 2, € R2 do
begin
if left(r2;) Uright(r2;) C left(rl;)

(left(r2;) U right(r2;) C right(rly))
then mark right(r2;) in left(r1;)
(mark right(r2;) in right(r1;))
end
Remove the remarked elements in r1;
end. ‘

4. Conclusions

The paper produced a rough set approach
to handle MIT. We give the definition of basic
notions applied for MIT, in which the definition
of discernibility matrix is developed in a quite
different way in comparison with the classical
one.

Based on the model designed with this ap-
proach, two algorithms given here enable to
directly discover minimal decision rules from
MIT. These decision rules help to reduce the
number of redundant attribute values in the
rules and simultaneously express the relation
between attribute value classes. These relations
cannot be discovered in the classical approach.
Moreover, the number of rules discovered is re-
duced but guarantees to cover the set of all ob-
jects in the table, including the case applied in
single-valued information system.
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