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Partial Rule Weighting Using Single-Layer Perceptron

SUKREE SINTHUPINYO," CHOLWICH NATTEE,! MASAYUKI NUMAO,?
TAKASHI OKADA' and BOONSERM KIJSIRIKUL

Inductive Logic Programming (ILP) has been widely used in Knowledge Discovery in
Databases (KDD). The ordinary ILP systems work in two-class domains, not in multi-class
domains. We have proposed the method which is be able to help ILP in multi-class domains
by using the partial rules extracted from the ILP’s rules combined with weighting algorithm
to classify unseen examples. In this paper, we improve the weighting algorithm by using
single layer perceptron. The learned weights from the perceptrons and the partial rules are
then combined to represent the knowledge extracted from the domains. The accuracy of the
proposed method on classification of a real-world data set, dopamine antagonist molecules,
shows that our approach can remarkably improve the previous weighting algorithm and the

original ILP’s rules.

1. Introduction

Various ILP techniques and systems have
been recently applied to Knowledge Discov-
ery in Databases (KDD).2):3):5):11):12) Standard
ILP systems are designed to suit two-class prob-
lems in which the output rules are constructed
to cover all positive examples but none of nega-
tive examples. In classifying process, to predict
the class of the examples, the examples which
are covered by the rule(s) are classified as pos-
itive class, while the ones which are not cov-
ered by any rules are classified as negative class.
However, in using ILP in multi-class domains,
an example may either match with the rules
from different classes or it may not match with
any rules. Thus, ILP alone cannot classify such
examples.

In'®), we have proposed the technique which
can help ILP in multi-class domains. In our
approach, the partial rules are first extracted
from the original ILP’s rules and then are col-
laboratively used to classify unseen examples.
Finally, the weights are attached to the partial
rules to represent the knowledge from the do-
mains. To classify an unseen example, we first
apply all partial rules to the example. Only cov-
ering partial rules are considered. The weights
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for each class from all covering partial rules are
then totalized. Finally, the class with the high-
est value is selected as the class of the example.

The main idea of our work is that the partial
rules which are more general than the original
rules can easily cover the example. Hence, the
problem is now how to classify the examples
which are covered by several rules from different
classes. In this paper, we propose an approach
which can determine the weights of the partial
rules using simple single layer perceptron.

We also evaluated our approach on a real-
world data set, dopamine antagonist molecules.
In human brain, the dopamine molecules func-
tion as the neurotransmitters. They bind to
the dopamine receptors in order to send the
signal between neurons. The excessive lev-
els of the dopamines have been implicated in
schizophrenia. Hence, for the medical treat-
ment of schizophrenic patients, the dopamine
antagonist molecules which can block the bind-
ing between dopamines and dopamine recep-
tors are used to reduce the signal transfer level.
This can limit the effect of the high density
of the dopamines. Therefore, the knowledge
extracted from this data set may be useful in
schizophrenic drug discovery.

The paper is organized as follows. In the next
section, we present the concept of partial rule.
Weighting algorithm is expressed in Section 3.
The details of the experiments are presented in
Section 4. The paper ends with the conclusion
in Section 5.
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2. Partial Rule Concept

A partial rule is a rule whose body contains
a valid sequence of the literals, from the body
of the original rule, which starts with the literal
consuming the input variables in the head of the
rule. The partial rule extraction algorithm is
based on the idea of the newly introduced vari-
ables, similar idea as the feature extraction in
BANNAR®Y. The partial rule extraction strat-
egy is described below:

e Given the original rule Iy «— Iy,ls,...,1,
where [y is the literal in the head and
l1,1la,...,1,, are the literals in the body of
the rule.

e Construct all possible primitive partial
rules po < p1, P2, ..., Pm, Where literal pqg is
lo; p; where ¢ = 1...m is the literal selected
from 1y, 1s,...,1,; literal p;;1 consumes the
variable(s) newly introduced in p;; and lit-
eral p,, does not introduce new variable or
there is no literal in ly,ls, ..., 1, consuming
new variable introduced in p,,.

e Make all possible combinations of the prim-
itive partial rules, constructed from the pre-
vious step, which have the common vari-
ables not occurring in the head .

For example, given the original rule:

molecule(A) :- atm(A, B, C, D, E, F),
C=n, E=2.8, bond(A, G, B, H, I, J),
gteq(J, 1.5).

The primitive partial rules are:

molecule(A) :- atm(A, B, C, D, E, F),
C=n.

molecule(A) :- atm(A, B, C, D, E, F),
E=2.8.

molecule(A) :- atm(A, B, C, D, E, F),

bond(A, G, B, H, I, J),
gteq(J, 1.5).
All combinations of the primitive partial rules
which have the common variables not occurring
in the head of the rule are:

molecule(A) :- atm(A, B, C, D, E, F),
C=n, E=2.8.
molecule(A) :- atm(A, B, C, D, E, F),

C=n, bond(A, G, B, H, I, J),
gteq(J, 1.5).

molecule(A) :- atm(A, B, C, D, E, F),
E=2.8, bond(A, G, B, H, I, J),
gteq(J, 1.5).

molecule(A) :- atm(A, B, C, D, E, F),
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C=n, E=2.8, bond(A, G, B, H, I, J),
gteq(J, 1.5).

From the above extraction strategy and the
shown example, we can see that the partial rules
are some parts of the original rule. The set of
literals in the body of the partial rule is subset
of the literals in the body of the original rule.
So that the partial rules are more general than
the original rule. Fig.1 shows the coverage of
the partial rules and the original rules.

In the figure, assume that there are three
classes and the rules for each class are con-
structed. From Fig.1(a), we can see that there
are some examples that are not covered by any
rules and some that are covered by the rules
from different classes. In the case of the exam-
ples covered by the rules from different classes,
we can use some tie breaker methods, for exam-
ple Majority Class')%), to determine the class
of them. However, in the other case, for the
examples that are not covered by any rules, we
have no coverage information for determining
the class of them.

In Fig.1(b), when we extract the partial rules
from the original rules and use them instead
of the original ones, the covered area becomes
larger. The number of the uncovered examples
decreases, while the number of the multiple cov-
ered examples increases. Thus, the problem is
now how to predict the class of the examples
when there are many rules covering them.

3. Partial Rule Weighting Algorithm

In the previous section, we presented the ex-
traction strategy of the partial rule and showed
that we now need the algorithm to determine
the classes of the examples which are covered
by many rules.

The idea of our work is that we assign the
importance to each partial rule in the form of
the weights for each class. In'®), we have pro-
posed the idea of using the Winnow-based al-
gorithm” to assign the weights to the partial
rules. In order to use the Winnow-based algo-
rithm, we only focus on the partial rules which
cover the example. The weights for each class
of the covering partial rules are totalized. The
class with the highest value is selected as the
class of the example.

In this paper, we propose the different weight-
ing algorithm. We employ the single layer per-
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Fig.1 Problem space of (a) original rules and (b)
partial rules

ceptron to determine the weight of each par-
tial rule. One perceptron represents one class.
Thus, in our domain (as will be described in
Section 4), four perceptrons can be used to
represent four classes of dopamine antagonist
molecules. The input nodes of the perceptron
represent the boolean value of the partial rules
when we apply each partial rule to the example.

In training perceptron process, to construct
the input vector, we apply all partial rules to
the example . The applicable partial rules are
represented by 1, while the inapplicable partial
rules are represented by —1. To construct the
output vector, we assign 1 for the node that
represents the class of the example and 0 for
the others.

After the perceptrons are trained, the know-
ledge of the domain is hidden in the form of
the weights of the link and the structure of the
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perceptrons. We thus extract the knowledge
from the perceptrons by directly attaching the
weight of the link, from the input node to the
perceptrons, to each partial rule represented by
that input node. For example, the weights and
the partial rules from the perceptrons in Fig.2
can be represented as:
( ((wg,l,’wovg,... )
((wl,l,wl,z,... ) )
((wg,l, 11]2727 ceey ’wgm), PQ),
(( ), Ps)

W3,1, W32, -y W3 ), P3

((wm,nawm,n;wm,7uwm,n)7pm) )
where wy_; is the bias value of output node j,
and w; ; is the weight of the link between input
node ¢ and output node j.
To classify unseen examples, we use the fol-
lowing strategy:
Given a problem with m partial rules and n
classes. W; is a vector of length n, where the
element w; ; of W; is the weight of the link be-
tween input node ¢ and output node j, P; is
the partial rule represented by input node 4,
Wy is a vector of the bias of output nodes, and
Py = true.
To classify example e, we use the following
strategy.
o Let V is a vector of length n, initially with
V =Wh.

e Apply all P; to e. If P; is applicable, V «
V4+W;else, V«—V —W,.

e Let v; be the highest value in V', return class
l.

4. Experiments

We evaluated our approach on a real-world
data set, dopamine antagonist molecules. The
data set contained 1366 molecules of 4 classes,
D1, D2, D3, and D4'9. The information of
the molecules was originally described in the
form of the position in three dimension space
of atoms, types of atoms, types of bonds, and
dopamine antagonist activity of molecules. We
converted the positions of atoms to the rela-
tions between atoms and bonds. We instead
represented the information of atoms, bonds,
and distances between atoms in term of 3 predi-
cates, atm/6, bond/6, and 1ink/4, respectively.
The details of these three predicates are de-
scribed below:

e atm(A,B,C,D,E,F) represents that the
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Fig.2 Single Layer Perceptrons Structure

atom B is in molecule A, is type C, forms
a bond with oxygen atom if D is 1, other-
wise it does not link to any oxygen atom,
has distance E to the nearest oxygen atom,
and has distance F to the nearest nitrogen
atom.
e bond(A,B,C,D,E,F) represents that the
bond B is in molecule A, has atoms C and
D on each end, is type E, and has length F.

e 1ink(A,B,C,D) represents that in the
molecule A, the distance between atoms B
and C is D.

The rules were constructed using Aleph sys-
tem!®). In our experiments, we selected the ran-
domized search method, provided by the sys-
tem, using the GSAT algorithm!® that was
originally proposed for solving propositional
satisfiability problems.

4.1 Compared Approaches

We compared our approach with other four
approaches, i.e. Multi-Layer Perceptrons,
Winnow-Based algorithm”, Majority Class®)-®)
method and Decision Tree Learning algorithm.
The brief review of each approach is described
below.

Multi-Layer Perceptrons

We conducted the experiment using Multi-
Layer Perceptrons (MLP) to compare the effect
of using the complex neural network structure
to the simple structure used in our approach.
The structure of our MLP contained three lay-
ers, i.e. nput layer, hidden layer, and output
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Fig.3 Multi-Layer Perceptrons Structure

layer. The input layer represented the par-
tial rules and the output layer represented the
classes, same representation as the structure of
the single layer perceptrons, while the hidden
layer represented the original rules. We linked
the input nodes representing the partial rules to
the hidden nodes representing their own origi-
nal rules. The hidden nodes and output nodes
were fully connected. We trained this MLP by
using the standard backprapagation algorithm.
The structure of the MLP is shown in Fig.3.

Winnow-Based Algorithm

Each partial rule can be viewed as an expert
which can vote for the class of test examples.
The weights of the partial rules which cover the
example are totalized and the class with the
highest value is selected as the class of the ex-
ample. The weights are obtained by using the
training strategy below:

Given a problem with m partial rules, n
classes, and promotion factor . P is a vector
of length m, where element p; of P is a partial
rule. W; is a vector of length n, where element
w; j of W; is the weight of class j of partial rule
pi. V is a summation vector of length m, where
v; of V' is the summation of the weights of class
7. The weight vector W, are updated by using
the following procedure:

- Initialize all w; ; =1

- Until termination condition is met, Do

- For each training example e, Do
- Initialize all v; = 0 and ¢ as the class
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of e

- For all partial rules p; which match
with e, add corresponding W; to V,

V=V+W,

- Let vg be the maximum element in
V', predict the example e as class k

- If ¢ = k, no update is required; oth-
erwise the weight w; corresponding
to p; which matches with e is up-

dated by,
aws lfj = k,
wi,j =
a‘lwm if j=c
15)

For more details please refer to

Majority Class Method

In the Majority Class method, we selected
the class which had the maximum number of
examples in training set as the default class.
An example which matched with only rule(s)
from one class was classified as that class, while
an example which could not match with any
rule was classified as the default class. In case
of the examples which matched with the rules
from two or more classes, we selected the class
of which the matched rules covered maximum
number of examples.

Decision Tree Learning Algorithm

Decision Tree Learning (DTL) is a well-
known propositional Machine Learning tech-
nique which employs the Information Theory to
guide in searching for the best theory. DTL has
been successfully applied to many attribute-
value real-world domains®:9)-17). The decision
tree learner used in our experiments was C4.5
systemls).

We trained C4.5 using the features obtained
by comparing the partial rules with an example,
and these features were a set of truth values (ei-
ther true or false). The features were the same
as those used as the input vector of the neural
network. The reason that we selected C4.5 to
apply to the same feature set is to compare the
efficiency of the weights from the neural net-
work which is employed in the proposed method
with the decision tree.

4.2 Experimental Results

We ran 10-fold cross validation method. The
proposed approach (PR+SLP) was compared
to the other four approaches, i.e. ILP with
Majority Class method (ILP+Majority Class),

0 2230

Table 1 The accuracy of the compared approaches.

Method Accuracy (%)
ILP+Majority Class 79.11+4.37
PR+C4.5 85.714+3.41
PR+Winnow 88.65+3.85
PR+MLP 89.65+3.78
PR+4-SLP 92.03+3.14

Partial Rule and C4.5 (PR+C4.5), Partial Rule
and Winnow (PR+Winnow), and Partial Rule
and Multi-Layer Perceptron (PR+MLP). The
results are shown in Table 1.

The accuracy of combining partial rules and
single layer perceptron (PR+SLP) is higher
than combining with multi-layer perceptron
with 95% confidence level using the standard
paired t-test method, while it is higher than the
other approaches with 99.5% confidence level
using the same method.

In Table 2, the numbers of correctly classi-
fied examples on three portions, i.e. exactly
covered, multiple covered and uncovered, are
shown. The Exactly Covered column indicates
the number of the examples covered by the
rule(s) from only one class, the Multiple Cov-
ered column indicates the number of the exam-
ples covered by the rules from different classes,
and the Uncovered column indicates the num-
ber of the examples which are not covered by
any rule. Furthermore, we ran another experi-
ment to show the effect of using partial rule by
combining only the original rules and the single
layer perceptrons. The structure of the percep-
trons was same as shown in Fig.2 but we used
the boolean value obtained when we applied the
orignal rules, instead of the partial rules, to the
examples.

The results in Table 2 show that the improve-
ment of our approach over the original rules
came from both multiple covered and uncov-
ered portions. Additionally, we can see from
the second row that when we combined the orig-
inal rules and the single layer perceptrons the
accuracy was much improved on multiple cov-
ered portion, while the accuracy was slightly
improved on uncovered portion.

5. Conclusion

We have proposed an approach that employs
single layer perceptron to determine the impor-
tance of the partial rules. The partial rules
are used instead of the original rules to en-
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Table 2 Improvements of using partial rules and single layer perceptrons
over the original rules with Majority Class and Multi-Layer Per-
ceptron, reported according to exactly covered examples, multiple
covered examples, and uncovered examples.

Method Exactly Covered Multiple Covered Uncovered
ILP+Majority Class 965/1049 49/97 68/220
ILP+SLP 962/1049 66/97 85/220
PR+-SLP 991/1049 81/97 185/220

large the coverage on the examples. The par-
tial rules and the weights from the perceptrons
are combined to classify unseen examples. The
results show that the proposed method remark-
ably improved the accuracy of the original rules
and achieved a better result than the other ap-
proaches, evaluated on classifying the activities
of the dopamine antagonist molecules.
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