
1

Clustering Time-series Data Based on

the Modified Multiscale Matching Technique

Shoji Hirano† and Shusaku Tsumoto†

This paper presents an improved version of time-series multiscale matching method that
eludes the problem of shrinkage. The key idea is the development of new segment represen-
tation. The shape parameters of a segment at high scale are now directly obtained using the
shape parameters of base segments at the lowest scale, instead of using shapes represented by
multiscale description. Multiscale shapes are now used only to obtain the hierarchy of the seg-
ments; since segment parameters are obtained independently of multiscale shapes, shrinkage
does not distort them. We examined the usefulness of the method on the cylinder-bell-funnel
dataset. The results demonstrated that the dissimilarity matrix produced by the proposed
method, combined with conventional clustering techniques, lead to the successful clustering.

1. Introduction

Clustering of time-series data provides an ef-
ficient way of finding the groups of sequences
with respect to their similarity of temporal
courses, as well as a way of revealing the under-
lying structure of the dataset1). One of the dif-
ficulties in time-series clustering is the compar-
ison of two time series, in the light that (1)the
length of series can be different, and (2)the
series may represent partly similar structures.
Different length of time series induces the re-
quirement of one-to-many matching of tempo-
ral data points, involving the new problem of
finding the best match. Generally, a time-series
can be regarded as a high-dimensional data
where one temporal data corresponds to one
dimension, meaning that computational costs
for comparing each data value is not negligible.
Therefore, a simple and efficient comparison
methods such as Dynamic Time Warping2),3),
or frequency domain based approaches4) are of-
ten used for comparing time series of different
length. However, since these methods do not di-
rectly take into account the structural similar-
ity of time series, the results may not reflect the
local and global similarities of temporal events.

As a structural comparison method of time
series, we have developed a method based on
multiscale matching5). Multiscale representa-
tion/matching6),7), developed originally as pat-
tern recognition methods in computer vision,
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have an ability to compare two shapes by partly
changing observation scales. We have extended
their approach to deal with multiscale, struc-
tural comparison of time series, including re-
design of dissimilarity measures and match-
ing scheme. However, it still inherits a prob-
lem called shrinkage, an excessive distortion of
shapes at high scales, which makes shape-based
dissimilarity be also largely distorted.

This paper presents an improved version of
time-series multiscale matching method that
eludes the problem of shrinkage. The key idea
is the development of new segment representa-
tion. The shape parameters of a segment at
high scale are now directly obtained using the
shape parameters of base segments at the low-
est scale, instead of using shapes represented
by multiscale description. Multiscale shapes
are now used only to obtain the hierarchy of
the segments; since segment parameters are
obtained independently of multiscale shapes,
shrinkage does not distort them. Besides, we
introduce an alternative smoothing kernel com-
posed of the modified Bessel function, so that
the causality in scale dimension can be held also
with discrete signals, and shapes at very low
scale can be represented properly. We examined
the usefulness of the method on the cylinder-
bell-funnel dataset. The results demonstrated
that the dissimilarity matrix produced by the
proposed method, combined with conventional
clustering techniques, lead to the successful
clustering.
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2. Basics of Time Series Multiscale
Matching and Problem

Multiscale matching representation/matching6),7)

is originally developed as a method for compar-
ing two planar curves by partly changing ob-
servation scales. It divides a contour of the ob-
ject into partial contours based on the place of
inflection points. After generating partial con-
tours at various scales for each of the two curves
to be compared, it finds the best pairs of partial
contours that minimize the total dissimilarity
while preserving completeness of the concate-
nated contours. This method can preserve con-
nectivity of partial contours by tracing hierar-
chical structure of inflection points on the scale
space. Since each ends of a partial contour ex-
actly corresponds to an inflection point and the
correspondence between inflection points at dif-
ferent scales are recognized, the connectivity of
the partial contours is guaranteed. We have ex-
tended this method so that it can be applied to
the comparison of two one-dimensional tempo-
ral sequences. A planar curve can be redefined
as a temporal sequence, and a partial contour
can be analogously redefined as a subsequence.

Now let us introduce the basics of multi-
scale matching for one-dimensional temporal
sequence. First, we represent time-series A us-
ing multiscale description. Let x(t) represent
an original temporal sequence of A where t de-
notes a time of data acquisition. The sequence
at scale σ, X(t, s), can be represented as a con-
volution of x(t) and a Gauss function with scale
factor σ, g(t, σ), as follows:

X(t, σ) = x(t) ⊗ g(t, σ)

=
∫ +∞

−∞
x(u)

1
σ
√

2π
e−(t−u)2/2σ2

du.

A sequence will be smoothed at higher scale and
the number of inflection points is also reduced
at higher scale. Curvature of the sequence can
be calculated as

K(t, σ) =
X ′′

(1 + X ′2)3/2
,

where X ′ and X ′′ denotes the first- and second-
order derivatives of X(t, σ), respectively. The
m-th derivative of X(t, σ), X(m)(t, σ), is de-
rived as a convolution of x(t) and the m-th or-
der derivative of g(t, σ), g(m)(t, σ), as
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Fig. 1 Multiscale matching.

X(m)(t, σ) =
∂mX(t, σ)

∂tm
= x(t)⊗g(m)(t, σ).

The next step is to find inflection points ac-
cording to change of the sign of the curvature
and to construct segments. A segment is a sub-
sequence whose ends respectively correspond to
the adjacent inflection points. A(k) be a set
of N segments that represents the sequence at
scale σ(k). A(k) can be represented as

A(k) =
{
a
(k)
i | i = 1, 2, · · · , N (k)

}
.

In the same way, for another temporal se-
quence B, we can obtain a set of segments B(h)

at scale σ(h) as

B(h) =
{

b
(h)
j | j = 1, 2, · · · ,M (h)

}
,

where M denotes the number of segments of B
at scale σ(h).

The main procedure of multiscale structure
matching is to find the best set of segment
pairs that minimizes the total difference. Fig-
ure 1 illustrates the process. For example, five
contiguous segments at the lowest scale of Se-
quence A are integrated into one segment at the
highest scale, and the integrated segments well
match to one segment in Sequence B at the low-
est scale. Thus the set of the five segments in
Sequence A and the one segment in Sequence
B will be considered as a candidate for corre-
sponding subsequences. While, another pair of
segments will be matched at the lowest scale. In
this way, matching is performed throughout all
scales. The resultant set of segment pairs must
not be redundant or insufficient to represent the
original sequences. Namely, by concatenating
all segments in the set, the original sequence
must be completely reconstructed without any
partial gaps or overlaps. The matching process
can be fasten by implementing dynamic pro-
gramming scheme7).

Definition of segment difference is a key fac-
tor in multiscale matching. As Lowe reported8),
sequences at high scales involve the problem of
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shrinkage, because convolution with Gaussian
function at high scales results in excessive aver-
aging with too wide neighbors. It means that a
sequence will be largely distorted from the origi-
nal one at high scales; the shape of the sequence
will become close to line (1-dimension case) or
circle(2-dimension case). Therefore, it should
be avoided to define the segment difference di-
rectly using segment shapes at high scales. In
order not to use higher scale shapes, Ueda et
al.7) added a cost factor that suppresses exces-
sive replacement of segments into their segment
difference:

d(a(k)
i , b

(h)
j ) =

dangle(a
(k)
i , b

(h)
j ) × dlength(a(k)

i , b
(h)
j )

+ γ(cost(a(k)
i ) + cost(b(h)

j ))

where dangle and dlength respectively represent
the difference of rotation angle and relative
length of segments defined below.

dangle(a
(k)
i , b

(h)
j ) =

| θ
(k)
ai − θ

(h)
bj

|
θ
(k)
ai + θ

(h)
bj

dlength(a(k)
i , b

(h)
j ) =

∣∣∣∣∣∣
l
(k)
ai

L
(k)
A

−
l
(h)
bj

L
(h)
B

∣∣∣∣∣∣
where θ

(k)
ai and θ

(h)
bj

denote rotation angles of
tangent vectors along segments ai

(k) and bj
(h),

l
(k)
ai and l

(h)
bj

denote the length of segments, L
(k)
A

and L
(h)
B denote the total length of sequencesA

and B at scales σ(k) and σ(h), respectively.
Cost(a(k)

i ) is a cost to form a
(k)
i . If a

(k)
i is

formed by merging some segments on the low-
est scale, appropriate cost is added. A constant
γ is a weight for cost.

However, this approach involves a problem
that, it is difficult to correctly evaluate the
global similarity of sequences, because of the
following reasons.
• Dissimilarity components are calculated di-

rectly using shapes at high scales, which
are excessively distorted by the convolution
with Gaussian kernel. As we described pre-
viously, every segment will be close to a line
at a enough high scale; therefore, the differ-
ence of rotation angle will be close to zero,
regardless of how their base segments are
different.

• In order to prevent to such an excessive dis-

tortion, a cost factor defined as a sum of
segment differences of merged segments is
added. However, at high scales, dissimilar-
ity d(a(k)

i , b
(h)
j ) is mostly occupied by the

cost factor; which does not surely represent
the dissimilarity of segments a

(k)
i and b

(h)
j .

3. New segment representation

Based on the above observation, we have de-
signed a new multiscale matching scheme for
temporal sequences. The key points are:
• Multiscale shapes are used only to obtain

the hierarchy of the segments.
• Segment difference and replacement cost

are directly obtained from segments at the
lowest scale.

Figure 2 left provides our shape parameters for
single segment ai. Since we use only segments
at the lowest scale, we omit (0) of a

(0)
i for sim-

plicity. Features of ai consist of the following
four components:
( 1 ) Amplitude a(ai); vertical amplitude mea-

sured from the baseline of the segment to
peak point pk[ai]. Baseline is a straight
line connecting both ends of the segment.

( 2 ) Width w(ai); horizontal width of the seg-
ment.

( 3 ) Height h(ai); vertical shift of the segment
w.r.t. both ends.

( 4 ) Phase p(ai); phase of the segment; mea-
sured from the starting point of the entire
sequence to the starting point of the seg-
ment.

Figure 2 center illustrates our shape param-
eters for merged segments. Suppose that n
contiguous segments (ai, ai+1, . . . , ai+n−1) can
be replaced into one segment a

(k)
m at scale

k according to the segment hierarchy. Then
we generate the new shape parameters for
the replaced segment a

(k)
m as follows: (1) de-

termine the new peak point to the centroid
pk[ai, ai+1, . . . , ai+n−1] of all n peaks. (2) us-
ing pk[ai, ai+1, . . . , ai+n−1] and both ends of the
merged segment, calculate the four parameters
a(a(k)

m ), w(a(k)
m ), h(a(k)

m ), p(a(k)
m ). Note that we

do not directly use the shape of in order to ob-
tain the above four parameters. Figure 2 right
illustrates the problem of shrinkage. Since we
have multiscale description, we can obtain the
shape of a

(k)
m at scale k and directly calculate
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Fig. 2 Illustrative examples of new segment parameters.

a(a(k)
m ) as a single segment. However, it will

shrink toward the baseline as k becomes large,
distorting the amplitude value (actually, all of
the four parameters are subject to be distorted
by shrinkage).

Now the segment difference is defined as:

d(a(k)
m , b

(h)
l ) = max(da, dw, dh, dp)

+ γ(cost(a(k)
m ) + cost(b(h)

l ))

where da = da(a(k)
m , b

(h)
l ) denotes difference

of amplitude between segments a
(k)
m and b

(h)
l ,

and other symbols dw, dh, dp are inter-
preted analogously. Cost(a(k)

m ) is a cost func-
tion for replacement. For a

(k)
m that replaces

(ai, ai+1, . . . , ai+n−1), cost is defined by

cost(a(k)
m ) =⎧⎨

⎩
0, if n = 1

min
({

1
n

∑i+n−1

u=i
|a(a(0)

u )|
a(a

(k)
m )

}
, 1

)
otherwise.

This cost becomes low when the replacement
enlarges average amplitude.

Based on the above dissimilarity measure
d(a(k)

m , b
(h)
l ), the best set of segment pairs P

= {pw, 1 ≤ w ≤ Np | p1 = ((a1 − ai, b1 −
bl)), p2 = (ai+1 − aj , bl+1 − bm), . . . , pNp =
(ak+1 − aN , bn+1 − bM )} , that minimizes the
accumulated difference D(A,B) between se-
quences A and B,

D(A,B) =
Np∑
i=1

d(ap, bp)

is searched throughout all scales.
It is important to evaluate multiple factors in

comparing two shapes to achieve good match-
ing results. For example, our dissimilarity mea-
sure evaluates four factors: amplitude, width,
phase, and height, and it produces intuitively

good matching results that fit with the human
perception. However, since the local dissimi-
larity is obtained as a maximum of these four
components, and what each factor evaluates is
essentially different, it is better not to directly
use D(A,B) as the resultant dissimilarity of se-
quences A and B. Therefore, we employ the
following strategy in determining the final dif-
ference of two sequences to be outputed.
( 1 ) Find the best set of segment pairs P ac-

cording to the local dissimilarity measure
d(a(k)

m , b
(h)
l ), consisting of the four compo-

nents: a, w, p, h.
( 2 ) After finding best set of segment pairs, we

further calculate the accumulated differ-
ence of height, Dh(A,B) defined by

Dh(A,B) =
Np∑
i=1

dh(ap, bp)

then output Dh(A,B) as the dissimilarity
between A and B.

This enable us to uniform the dimension of the
dissimilarity with that of signal height, which
has better linearity and understandability as
the dissimilarity measure.

4. New Smoothing Kernel

According to Lindeberg9), the Gaussian ker-
nel and its derivatives are the unique scale-
space kernels that guarantee non-creation of
new local extrema with increasing scales. This
property holds for continuous signals; namely,
if x(t) is continuous then convolution with a
Gaussian kernel does not produce new local ex-
trema with increasing scale. However, he also
noted that if x(t) is discrete, the translation
from an arbitrary low scale to an arbitrary high
scale is in general not a scale-space translation,
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because the semi-group property of Gaussian
function is not preserved after discretization.
Besides, the central coefficient of sampled Gaus-
sian kernel can be substantially large for small
values of σ, preventing the detailed representa-
tion of original signals. He introduced the fol-
lowing new discrete kernel that solved the prob-
lems.

X(t, σ) =
∞∑

n=−∞
e−σIn(σ)x(t − n)

where e−σIn(σ) is the new kernel and In(σ) is
the modified Bessel function of order n. Then
we obtain the first- and second-order derivatives
as follows.

X
′
(t, σ) =

∞∑
n=−∞

−n

σ
e−σIn(σ)x(t − n)

X
′′
(t, σ) =

∞∑
n=−∞

1
σ

(
n2

σ
−1)e−σIn(σ)x(t−n)

We have replaced the convolution formula in
Section 2 by the above formula.

5. Experimental Results

We examined the usefulness of the pro-
posed method on the cylinder-bell-funnel data
set10)11), a simple synthetic data set which is
well-known and frequently used in the tempo-
ral data mining community. Experiments were
performed as follows. (1) Generate a data set
containing a total of 384 sequences; 128 se-
quences for each of the three classes, cylinder,
bell, and funnel. (2) Compute the dissimilari-
ties for all pairs of sequences in the data sets
using the proposed method. This produced a
384×384 symmetric dissimilarity matrix. (3)
Remove one sequence, and predict its class ac-
cording to the class label of the nearest se-
quence. The nearest sequence is selected ac-
cording to the dissimilarity matrix. (4) Re-
peat step (3) for each of the 384 sequences, and
evaluate the prediction error rate. Namely, we
performed the leave-one-out validation with 1-
Nearest Neighbor classification algorithm, us-
ing the dissimilarity matrix obtained by the
proposed method as in12).

Before applying MSM, all of the input se-
quences were normalized in both horizontal and
vertical directions by dividing by their standard
deviation (because the length of sequences in

Fig. 3 A dendrogram generated by the proposed
method for the CBF dataset.

cylinder-bell-funnel dataset were all the same,
we simply normalized them in horizontal direc-
tion by dividing their length). The parameters
in MSM were set as follows: starting scale =
0.1, scale interval = 0.5, number of scales =
100, cost weighting γ = 0.15.

The error rate was 0.054, which is quite bet-
ter compared to the results summarized in12)

(2nd best below the Euclidean distance, whose
error rate = 0.003; we also reproduced the same
result).

Next, we evaluated whether the dissimilarity
matrix can be used to form meaningful clus-
ters. We modified parts (3)-(4) of the above
experimental procedures as follows. (3) remove
one sequence, and using the 383×383 matrix,
perform conventional average-linkage agglom-
erative clustering13) specifying the number of
clusters to 3. (4) assign class label to each of
the three clusters by the voting. (5) Perform 1-
Nearest Neighbor classification for the removed
sequence, and evaluate the classification accu-
racy. (6) remove another sequence and perform
the same procedure. This is applied to all the
384 sequences.

The error rate was 0.042, similar to the pre-
vious experiment. We also performed the same
experiments using the Euclidean distance, and
its error rate was 0.216. This relatively high er-
ror rate of Euclidean distance implied that the
dissimilarity matrix failed to form the clusters
representing correct class distributions. Figure
3 provides a dendrogram of the entire dataset
generated in combination with the MSM-based
dissimilarity matrix and conventional average-
linkage agglomerative clustering method (same
as above procedure). It can be seen that the
three-class structure of this data set was cor-
rectly represented. By setting an appropriate
cutting point on the dendrogram, we can ob-
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Fig. 4 Examples of sequences in cluster 1.

Fig. 5 Examples of sequences in cluster 2.

Fig. 6 Examples of sequences in cluster 3.

tain three clusters: cluster 1 (133 seqs; 128
funnel, 2 cylinder, 3 bell), 2 (125 seqs; 125
cylinder) and 3 (126 seqs; 126 bell). Figure
4-6 respectively show examples of sequences
in these three clusters. Although several se-
quences belonged to cylinder or bell were miss-
clustered into the ’funnel’ cluster, the high ac-
curacy (> 98.7%) and highly reproductive accu-
racy (leave-one-out, >95.8%) demonstrate the
high performance of the proposed method in
terms of accuracy.

6. Conclusions

In this paper, we have presented the modi-
fied multiscale matching as a new comparison
method of time series. We have introduced a
new representation of segment parameters di-
rectly induced from the base segments, which
enables us to elude the problem of shrinkage oc-
curring at high scales. Experiments on the CBF
dataset demonstrated that the dissimilarity ma-

trix produced by the proposed method, com-
bined with conventional clustering techniques,
lead to the successful clustering. It remains as
a future work to validate the usefulness of the
method on the real-world datasets.

Acknowledgments This work was sup-
ported in part by the Grant-in-Aid for Scien-
tific Research on Priority Area (2)(#13131208)
by the Ministry of Education, Culture, Science
and Technology of Japan.

References

1) E. Keogh (2001): Mining and Indexing Time
Series Data. Tutorial at IEEE ICDM-2001.

2) D. Sankoff and J. Kruskal (1999): Time
Warps, String Edits, and Macromolecules.
CLSI Publications.

3) S. Chu, E. J. Keogh, D. Hart, and M. J.
Pazzani (2002): Iterative Deepening Dynamic
Time Warping for Time Series. Proc. the Sec-
ond SIAM Int’l Conf. on Data Mining.

4) K. P. Chan and A. W. Fu (1999): Efficient
Time Series Matching by Wavelets. Proc IEEE
ICDE-1999: 126–133.

5) S. Hirano and S. Tsumoto: Mining Similar
Temporal Patterns in Long Time-series Data
and Its Application to Medicine. Proc. IEEE
ICDM-2002, Maebashi, 219–226.

6) F. Mokhtarian and A. K. Mackworth (1986):
Scale-based Description and Recognition of
planar Curves and Two Dimensional Shapes.
IEEE Trans. PAMI, PAMI-8(1): 24-43.

7) N. Ueda and S. Suzuki (1990): A Matching
Algorithm of Deformed Planar Curves Using
Multiscale Convex/Concave Structures. IEICE
Trans. Inf. and Syst., J73-D-II(7): 992–1000.

8) Lowe, D.G (1980): Organization of Smooth
Image Curves at Multiple Scales. Int. J. Com-
puter Vision, 3:119–130.

9) T. Lindeberg (1990): Scale-Space for Discrete
Signals. IEEE Trans. PAMI, 12(3), 234–254.

10) N. Saito (1994): Local Feature Extraction and
Its Application using a Library of Bases. Ph.D.
Thesis, Yale University.

11) P. Geurts (2001): Pattern Extraction for
Time-Series Classification. Proc. PAKDD-
2001, 115-127.

12) E. Keogh and S. Kasetty (2003): On the Need
for Time Series Data Mining Benchmarks: A
Survey and Empirical Demonstration. Data
Mining And Knowledge Discovery 7:349-371.

13) B. S. Everitt, S. Landau, and M. Leese (2001):
Cluster Analysis Fourth Edition. Arnold Pub-
lishers.

研究会temp
テキストボックス
－152－



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /KOR <FEFFd5a5c0c1b41c0020c778c1c40020d488c9c8c7440020c5bbae300020c704d5740020ace0d574c0c1b3c4c7580020c774bbf8c9c0b97c0020c0acc6a9d558c5ec00200050004400460020bb38c11cb97c0020b9ccb4e4b824ba740020c7740020c124c815c7440020c0acc6a9d558c2edc2dcc624002e0020c7740020c124c815c7440020c0acc6a9d558c5ec0020b9ccb4e000200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe7f6e521b5efa76840020005000440046002065876863ff0c5c065305542b66f49ad8768456fe50cf52068fa87387ff0c4ee563d09ad8625353708d2891cf30028be5002000500044004600206587686353ef4ee54f7f752800200020004100630072006f00620061007400204e0e002000520065006100640065007200200035002e00300020548c66f49ad87248672c62535f003002>
    /CHT <FEFF4f7f752890194e9b8a2d5b9a5efa7acb76840020005000440046002065874ef65305542b8f039ad876845f7150cf89e367905ea6ff0c4fbf65bc63d066075217537054c18cea3002005000440046002065874ef653ef4ee54f7f75280020004100630072006f0062006100740020548c002000520065006100640065007200200035002e0030002053ca66f465b07248672c4f86958b555f3002>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




